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Abstract:  The research presented in this work focuses on financial time series prediction 
problem. The integrated prediction model based on support vector machines (SVM) with 
independent component analysis (ICA) (called SVM-ICA) is proposed for stock market 
prediction. The presented approach first uses ICA technique to extract important features 
from the research data, and then applies SVM technique to perform time series prediction. 
The results obtained from the SVM-ICA technique are compared with the results of SVM-
based model without using any pre-processing step. In order to show the effectiveness of the 
proposed methodology, two different research data are used as illustrative examples. In 
experiments, the root mean square error (RMSE) measure is used to evaluate the 
performance of proposed models. The comparative analysis leads to the conclusion that the 
proposed SVM-ICA model outperforms the simple SVM-based model in forecasting task of 
nonstationary time series. 
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Introduction 
In recent years, the fast growing 
financial markets opened new 

horizons for investors and the same time 
bringing new challenges for financial 
analysts in their efforts to make effective 
decisions and reduce the investment risks. 
Stock market is a highly dynamic and 
complex system since there are a great 
number of interacting factors that affect 
the future prices [1]. In fact, stock market 
prediction means understanding which 
economic and non-economic factors affect 
market prices in order to predict the target 
variables based on the analysis of 
historical data. Thus, many researchers in 
the field of economic predictions have 
claimed that stock market prediction is a 
difficult task compared with other time 
series analysis problems as stock data is 
non stationary, random and chaotic [2][3].  
However, financial time series are 
characterized by uncertainty and noise, 
there is some evidence that stock markets 
can be predictable through the use of 
different methods ranging from 
econometric to machine learning 

techniques [4]. Currently, advancements in 
different fields of applied mathematics and 
information technologies have led to the 
development of novel prediction models 
based on artificial intelligence techniques. 
Existing research indicates that statistical 
techniques are useful for modelling linear 
problems but those fail to capture the non-
linear behaviour presented in financial time 
series as stock markets are non-linear 
deterministic systems [5].  
In recent years, numerous machine learning-
based models have been presented for time 
series analysis. Among them, Support 
Vector Machines (SVM) is a novel 
technique designed to solve non-linear 
classification and regression problems in 
time series analysis. SVMs are based on the 
structural risk minimization principle which 
allows them to estimate a function by 
minimizing an upper bound of 
generalization error [6]. Due to its ability to 
achieve a high generalization performance 
and testing accuracy, SVMs have been 
successfully applied for time series 
prediction domain. In regard to financial 
forecasting, Trafalis and Ince (2000), Tay 
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and Cao, (2001) introduced an 
application of SVM for stock market 
prediction, and showed promising results 
compared with neural network-based 
models. Similarly, Kim, (2003) applied 
SVM to forecast the stock price index 
and concluded that SVM can be 
successfully applied to stock market 
prediction as an alternative to neural 
networks. Also, Huang et al., (2005) 
applied SVM to forecast the movement 
direction of stock market, and showed 
that SVM has better prediction 
performance compared with other 
statistical and machine learning methods.  
The main problem in stock market 
forecasting is the inherent noise of the 
financial data. By removing unwanted 
information from historical data we can 
increase forecasting accuracy and speed. 
Several researchers have proposed hybrid 
models based on SVM and feature 
selection techniques. For example, Cao et 
al, (2003) presented prediction model 
based on SVM technique and also three 
different feature extraction techniques, 
namely, principal component analysis 
(PCA), kernel PCA (KPCA) 
and Indepentent Component Analysis 
(ICA). They concluded that use of feature 
extraction techniques had increased 
prediction accuracy and among proposed 
techniques the best performance showed 
model based on KPCA and SVM 
techniques. Hsu et al., (2009) applied 
two-stage architecture for stock price 
prediction based on self-organizing map 
(SOM) and SVM. They used SOM to 
decompose and classify the input data 
and support vector machines for 
regression (SVR) to predict prices, and 
showed that their model outperforms the 
standard SVM-based model in stock price 
prediction. Lee (2009) presented a stock 
market trend prediction model based on 
support vector machine (SVM) with a 
hybrid feature selection method named F-
score and Supported Sequential Forward 
Search (F_SSFS). Their experimental 
results showed that their proposed hybrid 

model outperforms neural network based 
model combined with other feature selection 
methods. Kao et al., (2013) introduced a 
novel combined model based on wavelet 
transform, multivariate adaptive regression 
splines (MARS), and support vector 
regression (SVR) to forecast stock prices, 
and concluded that their proposed approach 
outperforms other models in forecasting the 
stock prices. 
One model can be suitable to predict a 
certain financial market but fail to predict 
another market’s data as there are different 
factors affecting stock prices varying from 
one market to another. In recent years, a 
series of studies concerning data forecasting 
based on multivariate input models 
including different macroeconomic variables 
and technical indicators have been reported 
[15][16][17][18]. The experimental results 
showed that different externally determined 
variables based on technical and 
fundamental analysis are useful in prediction 
of stock markets data.    
The main objective of this study is the 
investigation of the effectiveness of 
combined prediction model based on ICA 
and SVM techniques in forecasting task of 
noisy stock data. In such a model, first pre-
processing step is used to prepare the 
research data and select important features 
by ICA method, and then SVM based 
prediction model is constructed based on the 
selected variables.  The superiority of the 
proposed model is shown by the 
comparative analysis of stock market 
prediction model based on SVM and ICA 
techniques against single SVM-based 
prediction model without using any feature 
selection technique. 
The remainder of this paper is organized as 
follows. Section 2 gives brief introduction to 
Support Vector Machines (SVM) and 
Independent Component Analysis (ICA). 
Section 3 describes the proposed methodology, 
including data collection, preparation and 
forecasting model. In Section 4, the 
experimental results together with a comparative 
analysis are summarized and discussed. Finally, 
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the concluding remarks are presented in the 
Section 5. 
 
2 Background 
2.1 Support Vector Machines (SVM) 
Support Vector Machines (SVM) is a 
family of learning algorithms originated 
as an implementation of the structured 
risk minimization (SRM) principle 
proposed by Vapnik [19].  
The basic idea behind SVM model is to 
represent the given examples of data as 
points in a high-dimensional feature 
space and linearly separate the feature 
vectors by a maximum margin 
hyperplane. The diagram of linearly 
separable SVM is depicted in figure 1. 
The data points closest to the maximum 
margin hyperplane lying on the dotted 
line are used to determine the regression 
surface. This small subsets of data points 
are called support vectors, while the 
points within the ε–insensitive zone are 
not important in terms of the regression 
function and contribute to the error loss 
function. In time series analysis, the 
application of SVMs used in regression 
analysis is called Support Vector 
Regression (SVR) [20]. 
Given a training data set 

, 

where  denotes the space of the 

input patterns, the SVR function can be 
expressed as: 

     (1) 

where,  is a weight vector   is a 

bias and  represents the mapping function. 

The objective of the SVR is to find a 
function f that has the most  deviation 

from the target  and, the most possible 

flat f. The problem can be solved by 
finding the small values of the Euclidian 
norm  which can be achieved by 

solving the following optimization 
problem. 
 

(2)      

  

        

 

 
The optimization problem (2) is feasible 
when there is f such that  

for all . When the training data is 

not linearly separable, slack variables  

are introduced to deal with unfeasible 
constraints of the optimization problem (2).  
The optimization problem (2) can be re-
formulated as: 
 

 
    (3) 

 
 

where  is the regularization term 

preventing over-learning,  is the 

empirical risk; and  is called a 

regularization constant which controls the 
trade-off between the empirical risk and 
regularization term.  
The ε-insensitive loss function  can be 

described as: 

   (4) 

 
 
 

 
 
Fig 1: Support Vector Machines (SVM) and 

ε-insensitive loss function 
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The quadratic optimization problem (3) 
can be solved by introducing Lagrange 
multipliers.  
Let L be the Lagrange function: 

 

 
where  are the Lagrange 

multipliers. Thus the dual optimization 
problem corresponding to (3) is given by 

   (6) 

 

by changing the equation 
,  

 
Consequently, applying Lagrange theory and 
the Karush-Kuhn-Tucker condition, the 
general SV regression function can be 
expressed by 

 
where  is defined as kernel 

function. The value of kernel function is 
equal to the inner product of  and  in 

the feature space   and  , such 

that: 
=    (9) 

Any function that satisfies the condition 
proposed by Mercer can be applied as the 
kernel function [19]. The most common 
kernel functions are Gaussian kernel and 
polynomial kernel functions defined as: 

=   

=   (10) 

where  and  are the kernel parameters 

[21],[22]. 
 
2.2 Independent Component Analysis 
(ICA) 
Independent component analysis (ICA) is an 
unsupervised method for extracting 
individual signals from a multivariate signal 
proposed by [23].  ICA decomposes the 
given dataset into components so that each 
component is statistically independent from 
the others and assumed to be non-Gaussian. 
The basic form of ICA model is shown in 
figure 2. 
 

 
Fig. 2. Scheme of general ICA process 

 
The original source signals s are mixed 
through the mixing matrix A to form the 
observed signal x, then the de-mixing matrix 
W transforms the observed signal into the 
independent components y. 
Let  be the random variables, 

defined by the linear combinations of the 
random variables , then for any 

, 

 
 
Using vector-matrix notation and denoting 
the matrix A with elements ai,j, by 

 , and row vectors 

, .  

 
The ICA model can be defined by the matrix 
as follows: 
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where  is the ith row of unknown 

matrix A, and  

 
The ICA model aims to estimate the 
latent variables s and unknown mixing 
matrix A from x with the assumption that 
source components  are statistically 

independent and at most one of the 
components has a Gaussian distribution. 
In other words, the ICA model tends to 
find a de-mixing matrix W that makes the 
latent variables statistically independent 
such that, 

 
 
where  is the 

independent component vector, the vector 
 is the ith row of the de-mixing matrix 

W. The elements of the vector y are called 
independent components (ICs) and they 
are used to estimate the source 
components . 

One of the ways to determine the de-
mixing matrix W is the maximization of 
the statistical independence of ICs such 
as the maximization of non-Gaussianity. 
The non-Gaussianity of the ICs can be 
measured by the negentropy which is 
based on the concept of the information-
theoretic quantity of entropy.  
The negentropy of a random variable y 
with my mean and covariance matrix Σy is 
defined by the following equation: 
 

     (14) 

 
where   is a Gaussian random 

variable of the same covariance matrix as 
y and is distributed as  and H 

is the entropy of a random vector. 
 
The entropy H is defined as: 
 

 
 
where p(y) is the the density. 
The value of negentropy is always non-
negative and equal to zero when y has a 
Gaussian distribution.  
The most popular algorithm to find a 
maximum of the non-Gaussianity of Wx is a 
fixed-point algorithm called FastICA [24]. 
The negentropy can be approximated by: 
 

 
 
where G is any given quadratic function and  

is a Gaussian variable of zero mean.  
 
By denoting g as the derivative of the 
nonquadratic function G, the one unit version 
of FastICA algorithm is as follows: 
1. Choose an initial random vector w, 
2. Let  

3. Let  

4. If not converged, go back to 2 
 
3 Research Design 
3.1 The combined SVM-ICA model 
This paper proposes a stock market 
forecasting model by combining SVM and 
ICA techniques (called SVM-ICA model). 
The proposed prediction framework consists 
of two stages.  
In the first stage, the ICA technique is used 
to extract information from research data. 
ICA technique uses the observed data to 
convert original signals into separate 
independent components (ICs).  
In the second stage, SVM technique is 
applied to forecast the stock prices. The 
features extracted by ICA technique are used 
as input variables to construct the prediction 
model.  
In our prediction model, the future values of 
target variable are predicted by using the 
previous values of the same variable and 
sets of variables obtained from technical and 
fundamental analysis of the stock market. 
The mathematical description of general 
prediction model is the following: 



Database Systems Journal vol. VII, no. 1/2016  17 

 

 

 
and 

 

 
where  is the predicted closing 

price for the period p, d is the delay,  is 

the closing price at the moment of time t, 

and by  

we denote the vector entries of which are 
the values of the indicators having 
influence on . In our model, we 

consider p=1 and, as a result of 
correlogram analysis, d=2.  
In both testing and training phases, the 
aim of the proposed methodology is to 
obtain the ICA representation of data in 
each input set and, based on it, to derive 
the proper parameters for the SVM 
model. In the training phase, the ICA 
model was applied to represent 
information concerning the given 
collection of input data. Then the SVM 
model is derived using ICA 
representation of the input data. In the 
testing phase the ICA model together 
with the SVM parameters are re-
computed based on the following 
computation scheme. 
Let  be the set of 

training input data, 
 
and  be the set 

of input testing data 
 
then by denoting 

 

 
The algorithm used in forecasting the 
new, unseen yet, samples is described as 
follows. 
Let  be the new sample 

For  

Step 1. Compute the ICA model 
corresponding to the input data  

Step 2. Compute the SVR model to 
predict  from (17) 

Output:  

 
3.2. Data collection and preparation 
To better understand the effectiveness of the 
proposed prediction model, two different 
experimental data sets are used in this paper, 
both based on real stock market data. 
First data set is based on the historical 
weekly observations of a set of variables 
obtained from Bucharest Stock Exchange. 
The given data set covers the period from 
3/9/2008 to 11/30/2014, a total of 350 cases 
of trading weeks. The research data set 
includes a total of 39 variables from which 
35 variables were selected from technical 
analysis and 4 macroeconomic variables 
were obtained from fundamental analysis of 
OMV Petrom stock (symbol OMV). The 
closing price of OMV Petrom stock was 
used as a forecasting variable.  
Second data set presents daily observations 
taken from Baltic Stock Exchange. The 
entire data set covers the period from 
03/12/2012 to 12/30/2014, a total of 700 
daily observations. The data set includes 35 
variables obtained only from technical 
analysis of Tallink stock (symbol TALL1T). 
The closing price of Tallink stock was used 
as a target variable for prediction model. 
The collected data samples have different 
scales as they come from different markets 
and sources. It is essential to consider data 
pre-processing by normalization in order to 
improve the training step and prediction 
results of the proposed model. Thus, the 
original data sets are normalized into the 
range of [0,1] using the formula given by 

 
 
where  is the normalized data,   is the 

original data,  are maximum 

and minimum values of . 

 
4 Experimental Results and Discussion 
This study integrates ICA and SVM 
techniques to predict the stock market closing 
price. The proposed SVM-ICA forecasting 
model was tested on two different databases. 
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The weekly closing price of OMV Petrom 
stock and daily Tallink stock closing price 
are used in this study as target variables. 
The whole data set is divided into two 
parts. The first part (70%) is used for 
training step and the second part (30%) is 
reserved for prediction step.  
For ICA process, we consider m input 
time series (for the first case m=39 and 
for the second case m=35, based on the 
number of input variables that influence 
the closing price). Each of the time series 
is considered as a row formed by matrix 
X of size m x n (for the first case n=350 
and for the second case n=700, based on 
the total observations of variables). The 
separate matrix W and the independent 
component matrix Y are calculated by the 
ICA method, where each row of Y 
represents an individual IC.  
We adopt a fast fixed-point algorithm for 
ICA (FastICA) to extract independent 
components from collected financial 
time-series data. The number of ICs for 
two databases is as follows: 4 out of 39 
variables are selected for the first data set 
(OMV Petrom) and 3 out of 35 variables 
for the second data (Tallink). 
After pre-processing step, the SVM 
model was developed for data training. In 
building the prediction model, the 
performance of SVM depends on the 
accurately selected kernel function and 
parameters, such as, regularization 
constant C and loss function  defined in 

section 2.1. In this experiment, the Radial 
Basis Function (RBF) was used as a 
kernel function, 

 as 

it is suitable for non-linear problems. In the 
literature of SVM, one of the suggested 
methods for the choice of the parameters C 
and  is based on the cross-validation via 

grid-search method proposed in [25]. The 
pair of parameters C and  with the best 

cross-validation accuracy which generate the 
minimum forecasting is considered the best 
parameter set. Then, the trained SVM model 
with proper parameter setting is preserved 

and employed in the testing phase based on the 
algorithm presented in Section 3.1. 
For building the SVM prediction model, the 
LIBSVM tool box was used in this study 
[26]. 
The prediction performance is evaluated in 
terms of root mean squared error (RMSE), 
defined by: 

 
where is the 

vector of target values, 
 is the vector of 

predicted values and  is the number of 

data samples. 
 
The prediction results of the proposed 
integrated SVM-ICA model are compared 
with the model based on single SVR 
technique without using any preprocessing 
step. The forecasting error is given in the 
table 1.  
 
Table 1. The forecasting results using SVM-

ICA model against single SVM model 
Data set RMSE Model 
Bucharest Stock Exchange 0.0729 

0.022593 
SVM 
SVM-ICA 

   

Baltic Stock Exchange 0.12286 SVM 
 0.019191 SVM-ICA 

 
The actual closing price of OMV Petrom 
stock and its predicted values for 105 new 
samples using SVM-ICA and single SVM 
models are depicted in figure 3 and 4. The 
data set was obtained from Bucharest Stock 
exchange with 350 weekly observations, and 
the prediction results are given for 105 news 
samples. 
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Fig. 3. Prediction results of OMV Petrom 

stock using SVM-ICA model, 
RMSE=0.022593. 

 

 
Fig. 4. Prediction results of OMV Petrom 

stock using single SVM model without 
any pre-processing step, RMSE=0.0729. 

 
For the data set obtained from Baltic 
Stock exchange with 700 daily 
observations, the prediction results of the 
closing price of Tallink stock for 210 
news samples yet not seen are depicted in 
the figure 5 and 6. 

 

Fig. 5. Prediction results of Tallink stock 
using SVM-ICA model, RMSE=0.019191 

 

 
Fig. 6. Prediction results of Tallink stock 
using single SVM model without any pre-

processing step, RMSE=0.12286. 
 
5 Conclusion 
Currently, stock market prediction is one of 
the challenging tasks of time-series analysis 
domain. In recent years, different prediction 
models have been presented using novel 
machine learning techniques. SVM is a new 
but promising approach for financial 
predictions. In this research, the combined 
stock market prediction model based on ICA 
and SVM techniques was examined. The 
main idea was to demonstrate the 
effectiveness of the hybridization of two 
methods in forecasting task of noisy data. 
This study used ICA to select input variables 
from technical and fundamental analysis, 
and SVM model to forecast the closing 
price. To show the effectiveness of the 
proposed methodology, two different data 
sets were used in the experiments. In 
addition, comparative analysis has been 
conducted against the model that uses only 
SVM technique without pre-processing step. 
The results obtained from the hybridized 
SVM-ICA model showed that ICA method 
effectively improved forecasting results 
from the point of view RMSE measure. This 
study allows us to conclude that SVM 
technique is an effective method for stock 
market prediction when it is combined with 
feature selection techniques. Moreover, 
experimental results obtained from proposed 
two-stage model encourage us to use other 
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pre-processing methods for gaining better 
experimental results. 
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