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Introduction 
Fuzzy classifiers play an important 

role in different data mining approaches. 
Thus, the problem of generation of fuzzy 
rules is one of more than important 
problems in the development of fuzzy 
classifiers.  
There are a number of approaches to 
learning fuzzy rules from data based on 
techniques of evolutionary or neural 
computation, mostly aiming at optimizing 
parameters of fuzzy rules. From other 
hand, fuzzy or possibilistic clustering 
seems to be a very appealing method for 
learning fuzzy rules since there is a close 
and canonical connection between fuzzy 
clusters and fuzzy rules. The fact was 
shown in [1]. 
Let us consider in brief some basic 
concepts. We assume that the training set 
contains n  data pairs. Each pair is made 
of a 1m -dimensional input-vector and a 

с -dimensional output-vector. We assume 
that the number of rules in the fuzzy 
inference system rule base is с . So, 
Mamdani and Assilian’s [2] fuzzy rule l  
within the fuzzy inference system is 
written as follows: 
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where input variables 1ˆ
tx , 11 ,,1 mt   are 

antecedents and output variables ly , 

cl ,,1   are consequents of fuzzy rules, 
1t

lB , },,1{ 11 mt   and l
lC , },,1{ cl   are 

fuzzy sets that define an input and output 
space partitioning. A fuzzy classifier which 
is described by a set of fuzzy classification 
rules with the form (1) is the multiple inputs, 
multiple outputs system. 
The principal idea of extracting fuzzy 
classification rules based on fuzzy clustering 
was outlined in [1] and the idea is the 
following. Each fuzzy cluster is assumed to 
be assigned to one class for classification 
and the membership grades of the data to the 
clusters determine the degree to which they 
can be classified as a member of the 
corresponding class. So, with a fuzzy cluster 
that is assigned to the some class we can 
associate a linguistic rule. The fuzzy cluster 
is projected into each single dimension 
leading to a fuzzy set on the real numbers. 
An approximation of the fuzzy set by 
projecting only the data set and computing 
the convex hull of this projected fuzzy set or 
approximating it by a trapezoidal or 
triangular membership function is used for 
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the fuzzy rules obtaining.  
The idea of extracting fuzzy classification 
rules based on possibilistic clustering [3] 
is similar to the idea of deriving fuzzy 
rules based on fuzzy clustering. 
On the other hand, a heuristic approach to 
possibilistic clustering was outlined in [4] 
and the approach was developed in other 
publications. Moreover, a method of the 
rapid extracting fuzzy rules based on 
results of the heuristic possibilistic 
clustering of the training data set was also 
proposed in [4] and the method is very 
effective in comparison with the method 
based on fuzzy clustering results. The 
idea of deriving fuzzy classification rules 
from the training data can be formulated 
as follows: the training data set is divided 
into homogeneous group and a fuzzy rule 
is associated to each group.  
However, names should be assigned to 
each output variable ly , cl ,,1  . The 

process of assigning names to output 
variables is connected with the problem 
of interpretation of classification results 
and a labeling procedure in clustering.  
The main goal of this paper is a 
consideration of an approach to automatic 
labeling consequents of fuzzy rules 
generated by heuristic algorithms of 
possibilistic clustering. The contents of 
this paper is as follows: in the second 
section a labeling problem in fuzzy 
clustering is described, in the third 
section basic concepts of the heuristic 
approach to possibilistic clustering are 
considered, in the fourth section a 
labeling procedure for fuzzy rules 
consequents is described, in the fifth a 
numerical example of application of the 
proposed procedure to fuzzy rules 
generated from the Anderson’s Iris data 
set are given, and some final remarks are 
stated in the sixth section. 
 
2. Related works 
The most widespread approach in fuzzy 
clustering is the optimization approach. 
Most optimization fuzzy clustering 
algorithms aim at minimizing an 

objective function that evaluates the 
partition of the data into a given number of 
fuzzy clusters.  
All objective function-based fuzzy 
clustering algorithms can in general be 
divided into two types: object versus 
relational.  
The object data clustering methods can be 
applied if the objects are represented as 
points in some multidimensional space 

)(1 XI m . In other words, the data which is 

composed of n  objects and 1m  attributes is 

denoted as ]ˆ[ˆ 1

1

t
imn xX  , ni ,,1  , 

11 ,,1 mt   and the data are called 

sometimes the two-way data [5]. Let 
},...,{ 1 nxxX   is the set of objects. So, the 

two-way data matrix can be represented as 
follows: 
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(2) 
So, the two-way data matrix can be 

represented as )ˆ,,ˆ(ˆ 11 mxxX   using n -

dimensional column vectors 1ˆ
tx , 

11 ,,1 mt  , composed of the elements of 

the 1t -th column of X̂ . 

The traditional optimization methods of 
fuzzy clustering are based on the concept of 
fuzzy c -partition [1]. The initial set 

},...,{ 1 nxxX   of n  objects represented by 

the matrix of similarity coefficients, the 
matrix of dissimilarity coefficients or the 
matrix of object attributes, should be divided 
into c  fuzzy clusters. Namely, the grade liu , 

cl 1 , ni 1  to which an object ix  

belongs to the fuzzy cluster lA  should be 
determined. For each object ix , ni ,,1   

the grades of membership should satisfy the 
conditions of a fuzzy c -partition: 

1
1




c

l
liu , ni 1 , 10  liu , cl 1 .  (3) 

In other words, the family of fuzzy sets 

},,1|{)( ncclAXP l   is the fuzzy c -

partition of the initial set of objects 
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},...,{ 1 nxxX   if condition (3) is met. 

Fuzzy c -partition )(XP  may be 

described with the aid of a partition 
matrix ][ linc uP  , cl ,,1  , ni ,,1  . 

The set of all fuzzy c -partitions will be 
denoted by  . So, the fuzzy problem 
formulation in cluster analysis can be 
defined as the optimization task 




)( XP
extrQ  under the constraints (3), 

where Q  is a fuzzy objective function.  

The best known optimization approach to 
fuzzy clustering is the method of fuzzy 
c -means [6]. The FCM-algorithm is 
based on an iterative optimization of the 
fuzzy objective function, which takes the 
form: 
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(4) 
where liu , cl ,,1  , ni ,,1   is the 

membership degree, ix , },,1{ ni   is the 

data point, },,{ 1 c   is the set 

fuzzy clusters prototypes, and 1  is the 

weighting exponent.  
The purpose of the classification task is 
to obtain the solutions )(XP  and 

c ,,1   which minimize equation (4). 
Some other similar objective function-
based fuzzy clustering algorithms are 
considered in [1], [5] and [6] in detail.  
However, the condition of fuzzy c -
partition is very difficult from essential 
positions. So, a possibilistic approach to 
clustering was proposed by 
Krishnapuram and Keller in [3] and 
developed by other researchers. Major 
algorithms of possibilistic clustering are 
objective function-based procedures. 
A concept of possibilistic partition is a 
basis of possibilistic clustering methods 
and membership values li , cl ,,1 , 

ni ,,1  can be interpreted as the values 

of typicality degree. For each object ix , 

ni ,,1  the grades of membership 
should satisfy the conditions of a 
possibilistic partition:  

0
1




c

l
li , 10  li .      (5) 

So, the family of fuzzy sets 

},,1|{)( ncclAX l   is the possibilistic 

partition of the initial set of objects 
},...,{ 1 nxxX   if condition (5) is met. 

Obviously that the conditions of the 
possibilistic partition (5) are more flexible 
than the conditions of the fuzzy c -partition 
(3). 
In order to be applying the found cluster 
prototype as classifiers, they need to be 
given reasonable names. One can then use 
these names as column titles of the 
membership matrix when using the recall 
function of the FCM-algorithm. This helps 
in the interpretation of the results. 
The process of assigning class names to 
cluster prototypes is called labeling. A 
labeling method for the fuzzy c -means 
method is to inspect the cluster prototypes 
and their respective membership values of 
the various attributes, and to assign a label 
manually. 
However, usually, it is already known when 
training a classifier which objects belong to 
which classes. This information can be taken 
into account to use so as automatic the fuzzy 
c -means labeling process. The 
corresponding labeling procedure is 
described in [7] in detail. The principal idea 
of the procedure is to present a sample of 
objects to the FCM-classifier whose class 
membership are known in the hard form of 0 
or 1 values and have also been calculated by 
the procedure. By means of the given cluster 
membership values for each fuzzy cluster 
prototype, the fuzzy cluster prototypes can 
be associated with their respective classes. 
On the other hand, all objective function-
based fuzzy clustering algorithms are 
iterative procedures and the initial fuzzy c -
partition )(XP  is initialized randomly. So, 

coordinates of fuzzy clusters prototypes and 
values of membership functions will be 
different in each experiment for the same 
data set, because the result of classification 
is sensitive to initialization. Moreover, 
major objective function-based fuzzy 
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clustering algorithms are need for using 
some validity measures [1] for 
determining the most “plausible” number 
c  of fuzzy clusters in the sought fuzzy 
c -partition )(XP . So, a problem of rapid 

automatic labeling is arises. 
The effective labeling procedure for 
heuristic algorithms of possibilistic 
clustering was proposed in [8] and the 
procedure is the basis of the labelling 
procedure for consequents of derived 
fuzzy rules. However, basic definitions of 
the heuristic approach to possibilistic 
clustering should be considered in the 
first place. 
 
3. Basic concepts of the heuristic 
approach to possibilistic clustering  
Let us remind the basic concepts of the 
heuristic method of possibilistic 
clustering [4]. Let },...,{ 1 nxxX   be the 

initial set of elements and 
]1,0[:  XXT  some fuzzy tolerance on 

X  with ]1,0[),( jiT xxμ , Xxx ji  ,  

being its membership function. Let α  be 
the α -level value of the fuzzy tolerance 
T , ]1,0(α . Columns or rows of the 

fuzzy tolerance matrix are fuzzy sets 

},...,{ 1 nAA  on the universal set X . Let 
lA , },,1{ nl   be a fuzzy set on X  with 

]1,0[)( iA
xμ l , Xxi   being its 

membership function. The α -level fuzzy 

set  XxαxμxμxA iiAiAi
l
α ll  ,)(|))(,()(  

is fuzzy α -cluster. So, ll
α AA )( , 

]1,0(α , },,{ 1 nl AAA   and )( iA
xμ l  is 

the membership degree of the element 

Xxi   for some fuzzy α -cluster l
αA )( , 

]1,0(α , },,1{ nl  . The membership 

degree will be denoted liμ  in further 

considerations. The membership degree 
of the element Xxi   for some fuzzy α -

cluster lA )( , ]1,0(α , },,1{ nl   can be 

defined as a 
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where })(|{ αxμXxA iAi
l
α l  , ]1,0(α  is 

the α -level of a fuzzy set lA  and the α -
level is the support of the fuzzy α -cluster 

l
αA )( , )( )(

l
α

l
α ASuppA  . The value of α  is the 

tolerance threshold of fuzzy α -cluster 
elements. 

Let },...,{ )(
1

)(
n
αα AA  be the family of fuzzy α -

clusters for some α . The point l
α

l
e Aτ  , for 

which 

li
x

l
e μτ

i

maxarg , l
αi Ax  ,          

(7) 
is called a typical point of the fuzzy α -

cluster l
αA )( , ]1,0(α , ],1[ nl  . A set 

},,{)( 1)(
l
l

ll
α ττAK   of typical points of the 

fuzzy cluster l
αA )(  is a kernel of the fuzzy 

cluster and   lAKcard l
α )( )(  is a cardinality 

of the kernel. If the fuzzy cluster have an 
unique typical point, then 1l . 

Let }2,,1|{)( )( ncclAXR l
α

α
z   be a 

family of fuzzy α -clusters for some value of 
tolerance threshold α , which are generated 
by a fuzzy tolerance T  on the initial set of 
elements },...,{ 1 nxxX  . If condition 

0
1




c

l
liμ , Xxi  ,           

(8) 

is met for all l
αA )( , cl ,1 , nc  , then the 

family is the allotment of elements of the set 
},...,{ 1 nxxX   among fuzzy α -clusters 

}2,,1,{ )( ncclAl
α   for some value of the 

tolerance threshold α . It should be noted 

that several allotments )(XRz
  can exist for 

some tolerance threshold α . That is why 
symbol z  is the index of an allotment. 
Obviously, the definition of the allotment 
among fuzzy clusters (8) is similar to the 
definition of the possibilistic partition (5). 
So, the allotment among fuzzy clusters can 
be considered as the possibilistic partition 
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and fuzzy clusters in the sense of (6) are 
elements of the possibilistic partition. 
Allotment 

]}1,0(,,1|{)( )(  
 nlAXR l
I  of the set 

of objects among n  fuzzy clusters for 
some tolerance threshold ]1,0(  is the 

initial allotment of the set },...,{ 1 nxxX  . 

In other words, if initial data are 
represented by a matrix of some fuzzy T  
then lines or columns of the matrix are 

fuzzy sets XAl  , nl ,1  and  -level 

fuzzy sets lA )( , cl ,1 , ]1,0(  are 

fuzzy clusters. These fuzzy clusters 
constitute an initial allotment for some 
tolerance threshold   and they can be 
considered as clustering components. If 
some allotment 

},,1|{)( )()( ncclAXR l
zс  

  corresponds 

to the formulation of a concrete problem, 
then this allotment is an adequate 
allotment. In particular, if a condition 

XA
c

l

l 



1
 ,         

(9) 
and a condition 

]1,0(,

,,,0)( )()(









ml

AAAAcard mlml

,  

(10) 

are met for all fuzzy clusters lA )( , cl ,1  

of some allotment 

},,1|{)( )()( ncclAXR l
zс  

  for a value 

]1,0( , then the allotment is the 

allotment among fully separate fuzzy 
clusters. 
Fuzzy clusters in the sense of definition 
(6) can have an intersection area. If the 
intersection area of any pair of different 
fuzzy clusters is an empty set, then 
conditions (9) and (10) are met and fuzzy 
clusters are called fully separate fuzzy 
clusters. Otherwise, fuzzy clusters are 
called particularly separate fuzzy clusters 
and },,0{ nw   is the maximum number 

of elements in the intersection area of 
different fuzzy clusters. For 0w  fuzzy 
clusters are fully separate fuzzy clusters. 

Thus, the conditions (9) and (10) can be 
generalized for a case of particularly 
separate fuzzy clusters. So, a condition 

cXRcard

XRA

XcardAcard
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and a condition  

]1,0(,

,,,)( )()(
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AAwAAcard mlml

,  (12) 

are generalizations of conditions (9) and 
(10). Obviously, if 0w  in conditions (11) 
and (12) then conditions (9) and (10) are 

met. The adequate allotment )()( XR zс
  for 

some value of tolerance threshold ]1,0(  is 

a family of fuzzy clusters which are 

elements of the initial allotment )(XRI
  for 

the value of   and the family of fuzzy 
clusters should satisfy the conditions (11) 
and (12). So, the construction of adequate 

allotments },,1|{)( )()( ncclAXR l
zс  

  for 

every   is a trivial problem of 
combinatorics. 

Allotment },1|{)( )( clAXR l
P  
  of the set 

of objects among the minimal number c , 
nc 2  of fully separate fuzzy clusters for 

some tolerance threshold ]1,0(  is the 

principal allotment of the set },...,{ 1 nxxX  . 

Several adequate allotments can exist. Thus, 
the problem consists in the selection of the 

unique adequate allotment )(XRc
  from the 

set B  of adequate allotments, 

)}({ )( XRB zc
 , which is the class of possible 

solutions of the concrete classification 
problem. The selection of the unique 

adequate allotment )(XRc
  from the set 

)}({ )( XRB zc
  of adequate allotments must 

be made on the basis of evaluation of 
allotments. In particular, the criterion 
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(13) 
where c  is the number of fuzzy clusters in 

the allotment )()( XR zс
  and )( l

l Acardn  , 
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)()()( XRA zc
l 
   is the number of elements 

in the support of the fuzzy cluster lA )( , 

can be used for evaluation of allotments. 
Maximum of criterion (13) corresponds 
to the best allotment of objects among c  
fuzzy clusters. So, the classification 
problem can be characterized formally as 

determination of the solution )(XRc
  

satisfying 

)),((maxarg)( )(
)()(




XRFXR zc

BXR
c

zc 

  ,       

(14) 
The problem of cluster analysis can be 
defined in general as the problem of 

discovering the unique allotment )(XRc
 , 

resulting from the classification process 
and detection of fixed or unknown 
number c  of fuzzy clusters can be 
considered as the aim of classification. 
Thus, the problem of cluster analysis can 
be defined as the problem of discovering 

the unique allotment )(XRc
 , resulting 

from the classification process and 
detection of fixed or unknown number c  
of fuzzy α -clusters can be considered as 
the aim of classification. 
Direct heuristic algorithms of 
possibilistic clustering can be divided 
into two types: relational versus 
prototype-based. A fuzzy tolerance 
relation matrix is a matrix of the initial 
data for the direct heuristic relational 
algorithms of possibilistic clustering and 
a matrix of attributes (2) is a matrix for 
the prototype-based algorithms. In 
particular, the group of direct relational 
heuristic algorithms of possibilistic 
clustering includes 

 D-AFC(c)-algorithm: using the 
construction of the allotment among 
given number c  of partially 
separate fuzzy clusters; 

 D-PAFC-algorithm: using the 
construction of the principal 
allotment among an unknown 
minimal number of at least c  fully 
separate fuzzy clusters; 

 D-AFC-PS(c)-algorithm: using the 
partially supervised construction of the 
allotment among given number c  of 
partially separate fuzzy clusters. 

On the other hand, the family of direct 
prototype-based heuristic algorithms of 
possibilistic clustering includes 

 D-AFC-TC-algorithm: using the 
construction of the allotment among an 
unknown number c  of fully separate 
fuzzy clusters; 

 D-PAFC-TC-algorithm: using the 
construction of the principal allotment 
among an unknown minimal number 
of at least c  fully separate fuzzy 
clusters; 

 D-AFC-TC(α)-algorithm: using the 
construction of the allotment among an 
unknown number c  of fully separate 
fuzzy clusters with respect to the 
minimal value   of the tolerance 
threshold. 

It should be noted that these direct 
prototype-based heuristic possibilistic 
clustering algorithms are based on a 
transitive closure of an initial fuzzy 
tolerance relation.  
On the other hand, a family of direct 
prototype-based heuristic possibilistic 
clustering algorithms based on a transitive 
approximation of a fuzzy tolerance is 
proposed in [9]. 

So, the matrix of memberships ][)( lic μXR  , 

the value α  of the tolerance threshold and 

the set of kernels )}(,),({ )(
1

)(
c
αα AKAK   are 

results of classification. The results will be 
constant in each experiment for the same 
data set, because the sought clustering 

structure )(XRc
  of the set of objects X  is 

based directly on the formal definition of 
fuzzy cluster and the possibilistic 
memberships are determined directly from 
the values of the pairwise similarity of 
objects. 
The training data matrix (2) and clustering 
results are a basis for constructing of 
Mamdani-type fuzzy rules (1). The 
corresponding methodology described in [4] 
in detail. 
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4. A labeling procedure for fuzzy rules 
consequents 
Fuzzy classifier can be generated directly 
by some heuristic algorithm of 
possibilistic clustering [4]. A fuzzy rule is 
associated to each fuzzy α -cluster of the 

obtained allotment, )(XRc
 . So, a number 

of fuzzy rules is equal to a number of 
fuzzy α -clusters and equal to a number 
of output variables ly , cl ,,1  . 

The results obtained from heuristic 
algorithms of possibilistic clustering are 
stable. The set of kernels 

)}(,),({ )(
1

)(
c
αα AKAK   and the set of labels 

},,1{ clabellabel   are inputs for a 

labeling procedure [8]. We assume that a 

condition   1)( )( l
αAKcard  is met for 

each kernel )( )(
l
αAK , cl ,1 . In other 

words, the set of typical points },,{ 1 c   

is given.  
Each output variable },,{ 1 cyy   

corresponds to a fuzzy α -cluster of the 

obtained allotment, )(XRc
 . There is a 

two-step procedure which can be 
described as follows: 
 

1. Perform the following operations 

for each typical point l , cl ,1  and 

each label mlabel , cm ,1 : 

1.1 Let 1:l  and 1:m ; 
1.2 Check the following condition: 

      if l  corresponds to mlabel  

      then the label mlabel  is the 

      label for the typical point l  and  
      go to step 1.3 else 1:  mm  and  

      go to step 1.2; 
1.3 Check the following condition: 

      if the typical point l  is labeled 
      then 1:  ll  and go to step 1.2 
      else go to step 1.4; 
1.4 Check the following condition: 

      if all typical points l , cl ,1  
      are labeled then go to step 2. 

2. Perform the following operations for 
each output variable ly , cl ,1  and 

each typical point l , cl ,1 : 

2.1 Let 1:l ; 

2.2 A label of typical point l   
      should be assigned to output 
      variable ly ;  

2.3 Check the following condition: 
      if a condition cl   is met then 
      1:  ll  and go to step 2.2 else 
      stop.  

 
That is why the proposed labeling procedure 
for consequents of fuzzy rules can be 
considered as an extended version of the 
procedure for labeling fuzzy α -clusters [8]. 
 
5. An illustrative example  
The Anderson’s Iris database [10] is the 
most known database to be found in the 
pattern recognition literature. The data set 
represents different categories of Iris plants 
having four attribute values. The four 
attribute values represent the sepal length, 
sepal width, petal length and petal width 
measured for 150 irises. It has three classes 
Setosa, Versicolor and Virginica, with 50 
samples per class. Examples of records in 
the database are presented in Table 1. 

 
Table 1. Examples of records in the Iris database 

Numbers 
of objects 

Attributes Labels of 
classes Sepal length Sepal width Petal length Petal width 

… … … … … … 
18 5.1 3.3 1.7 0.5 SETOSA 
… … … … … … 
48 5.5 2.6 4.4 1.2 VERSICOLOR 
… … … … … … 
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