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This study aims to evaluate the effectiveness of both machine learning and deep learning 

algorithms for credit card fraud detection in the context of a federated learning framework. 

The fast evolution of digital banking created better experiences for customers and facilitated 

their access to financial services, but it has simultaneously opened new pathways for 

cybercriminals, making real-time fraud detection essential. Both models used in this study, 

XGBoost and a neural network, were trained on a publicly available dataset containing 

highly imbalanced data, reflecting realistic fraud scenarios. Results demonstrate that both 

models achieved high accuracy, yet the neural network consistently outperformed XGBoost 

across critical metrics such as precision, recall, and F1 score. This indicates a superior 

ability of deep learning models to detect fraudulent transactions in federated learning 

environments, highlighting their potential to improve financial security through collaborative 

yet privacy-preserving approaches. 
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1   Introduction 

In the last years, digital banking has 

evolved significantly, but this progress has 

also given rise to more advanced fraud 

techniques. Cybercriminals can use 

advanced methods, such as stealing card 

information used in online transactions, to 

commit financial crimes. Besides the 

traditional ways, such as card theft, 

criminals have at this moment online 

methods to commit fraud [1]. 

Based on the central bank's reports, 

billions are lost every year due to 

fraudulent activities. Besides the financial 

losses of the clients, these frauds can have 

a negative impact on the trust of people in 

financial institutions. Undermining the 

credibility of the banking system can 

create crashes on financial markets and 

threaten the global economy [2].  

To keep a high level of trust in financial 

institutions, we can employ two 

mechanisms: fraud prevention and fraud 

detection. In this study, we will focus on 

fraud detection, the mechanism that tries to 

detect fraudulent transactions in real time, 

through the use of federated learning (FL). 

Introduced by Google in 2017 to improve 

their keyboard text prediction, federated 

learning became an approach used for 

training AI models without the need of 

sharing the data across institutions [3]. 

Unlike the traditional approaches where 

aggregating the data in a centralized 

dataset was necessary, the federated 

learning offers a decentralized approach. 

Each institution trains a model locally on 

its dataset and sends it to the server, where 

it is aggregated to the global model. This 

approach enables us to obtain a model 

trained on all the available data while the 

data remains confidential [4]. 

The key point in developing efficient AI 

models is to have diverse and high-quality 

data. The obligation to keep the data 

confidential presents a significant 

challenge for financial institutions because 

they can not share their data to create a 

centralized dataset and train an AI model 

on it [5]. Moreover, based on the dataset of 
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an institution, the AI model is trained to 

detect only the frauds that the bank has 

already experienced, but it can remain 

susceptible to the attacks that other banks 

encountered. This makes the entire 

financial system more vulnerable, allowing 

cybercriminals to repeatedly exploit the 

same type of vulnerability across multiple 

financial institutions [6]. 

To address the challenges of the 

centralized approach, FL solves these 

limitations by offering the financial 

institutions the possibility to train a global 

model without sharing their data. Each 

bank trains a local model on its own 

dataset. After training, the model updates 

are sent to a central server and aggregated 

to the global model [7]. Adopting this 

approach, the financial institutions solve 

both problems, they train a model on all 

their available data while keeping them 

confidential. By leveraging knowledge 

from multiple institutions, FL strengthens 

the entire financial system by protecting 

the companies even from fraud cases they 

have not previously experienced [8]. 

The application of FL in fraud detection 

has gained significant attention due to the 

growing sophistication of fraudulent 

activities. Traditional machine learning 

(ML) and deep learning (DL) models have 

been widely used in fraud detection, but 

their performance in a federated setting 

remains an area of active research. While 

deep learning models, such as 

convolutional neural networks and 

recurrent neural networks, can capture 

complex fraud patterns, traditional ML 

models, such as decision trees and support 

vector machines, may offer advantages in 

interpretability and computational 

efficiency [9]. 

Given the increasing adoption of FL and 

the diverse range of ML and DL models, it 

is crucial to evaluate their effectiveness in 

a federated setting. This study aims to 

investigate the comparative performance of 

these models in detecting credit card fraud. 

Specifically, the research seeks to answer 

to the following question: 

RQ. Which performs better in a Federated 

Learning framework for credit card fraud 

detection: a machine learning model or a 

deep learning model? 

By addressing this research question, this 

study aims to provide a comprehensive 

evaluation of ML and DL models in FL for 

fraud detection, offering insights into their 

real-world applicability and potential for 

improving financial security. 

The rest of the paper is organized as 

follows. In Section 2, related work is 

discussed. Section 3 provides an analysis 

of the dataset. Section 4 gives the details of 

the federated learning fraud detection 

implementation. The results of the study 

and their interpretation are presented in 

section 5. Conclusions are discussed in 

section 6. 

 

2   Literature review 

The importance of credit card fraud 

detection is represented by the number of 

public available works. There are 

numerous articles that talk about this topic 

or researches that are trying to find the best 

method to stop fraudsters. 

Given the new context of the rise of online 

financial transactions and the 

improvements of AI in the last years, the 

machine learning algorithms have gotten 

more attention to become a relevant 

solution for fraud detection [10]. One of 

the algorithms used for handling the 

complexity of credit card problems is 

XGBoost [11]. Being one of the gradient 

boosting frameworks, the algorithm has a 

focus on regularization and adopts an 

iterative approach, improving its accuracy 

over time. 

Comparing XGBoost with other machine 

learning algorithms when it comes to 

detecting credit card fraud detection shows 

us that the XGBoost has better 

performance, obtaining better results for 

indicators such as accuracy, precision and 

recall [12]. 

Credit card fraud detection has two major 

challenges: the very limited time span in 
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which a transaction has to be accepted or 

rejected and the huge amount of 

transactions. Only VISA has millions of 

transactions every day. To address these 

challenges, the researchers thought that 

neural networks would be a great solution 

[13]. As shown in [14], using neural 

networks can be a great approach to detect 

credit card fraud. 

Besides the two previous challenges we 

discussed, there is another challenge when 

it comes to fraud detection. The financial 

institutions can not share the data, it would 

be against the data privacy and safety 

policies [15]. As a result, each financial 

institution can train models that detect only 

the patterns of the attacks they 

experienced, not the patterns of the attacks 

experienced by other institutions. In this 

way, the fraudsters can attack each 

financial institution with the same pattern. 

What if we could prevent the other 

financial institutions from experiencing the 

same type of attack that other banks 

already experienced? To address this 

problem, we can implement federated 

learning. 

Federated learning offers the possibility to 

train models on local devices and share just 

the model's updates. The main idea of 

federated learning is to train a global 

model on all the available data without 

sharing it. The local trained models are 

sent to the central server that aggregates 

the weights. After update, the global model 

is sent back to the local devices [16]. In 

this way, the global model’s training takes 

advantage of all available data while 

keeping it confidential [17]. 

Given the three problems: the necessity for 

fast decisions, the need to handle large 

amount of transactions and the requirement 

to keep data confidential and the good 

results obtained in the other studies by both 

XGBoost and neural networks models, this 

study aims to compare the performance of 

these two algorithms in a federated 

learning architecture. 

 

 

3   Data 

For this study, we used a publicly available 

dataset that consists of 284.807 

transactions [18]. Given the sensitivity of 

financial data, each transaction has 30 

numerical features that have been 

transformed using Principal Component 

Analysis (PCA) to protect customers 

confidentiality.  

Additionally, the transactions have two 

explicit features: Time, representing the 

seconds elapsed since the first transaction 

and Amount, denoting the transaction's 

value in monetary units. The dataset also 

contains a Class column that identifies 

whether a transaction is fraudulent (1) or 

legitimate (0). 

As all financial frauds datasets, the dataset 

we used in this study is highly unbalanced. 

The fraudulent transactions make up only 

0.1727% of the total data, with 492 fraud 

cases out of 284,807 transactions. To 

illustrate this imbalance, we created a 2D 

scatter plot where each point represents a 

transaction, colored by its class label. 

Legitimate transactions (blue) form the 

majority of the data points, while 

fraudulent transactions (red) are less 

frequent, reflecting the small proportion of 

fraud cases. 

 

Fig. 1. Dataset visualization 

For conducting this study, we needed to 

split the original dataset into five different 

smaller datasets. These subsets did not 

originate from actual banks, but were 

created to simulate local datasets. For 
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training each local model, 80% of the 

corresponding dataset was used as a 

training set, while the remaining 20% was 

reserved for testing. The initial dataset was 

used to test the global model. 

 

4   Methodology 

In this section, we explain the 

methodology employed in this research. 

We describe the technical approach, the 

algorithms implemented to address the 

research problem. Specifically, the 

methodology revolves around the 

implementation of XGBoost and neural 

networks models within the Federated 

Learning framework. 

 

A. Federated Learning architecture 

Fig. 2 illustrates the FL architecture used 

in this research. Each client node operates 

independently with its own dataset, 

representing a financial institution (e.g., a 

bank). Once a local model is trained on a 

bank’s dataset, the learned parameters 

(weights) are transmitted to a central 

server.  

 

Fig. 2. Federated Learning Architecture 

At the central server, the local updates are 

aggregated to improve the global model. 

The aggregation process involves 

computing an average of the local weights, 

where each bank’s contribution is scaled 

by the number of samples it used during 

training. The aggregation is expressed by 

the formula [5]: 

 (1) 

This approach ensures that the global 

model benefits from diverse data sources 

while preserving the privacy of each 

client’s data. Before any updates are 

received, the server initializes the global 

model either with random parameters or, as 

in our approach, by pretraining on an 

available dataset. Once the initial global 

model is distributed to the clients, each 

institution trains locally and sends back 

only its updated model parameters. 

On the client side, each institution is 

responsible to train a local model on its 

own dataset and send the model weights to 

the server. This process is important 

because only the weights are shared, the 

data remains private. 

 

B. XGBoost Model 

The machine learning model chosen for 

this study was XGBoost. Each financial 

institution trains locally a model using the 
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XGBoost classifier, a gradient boosting 

framework effective with tabular data and 

robust in handling class imbalance. To 

ensure the optimal selection of 

hyperparameters, we integrated 

GridSearchCV. The grid included 

variations in tree depth, learning rates and 

number of estimators. In this way, different 

combinations of these parameters were 

evaluated based on their performance, 

measured by F1-score. This exhaustive 

search ensured that the selected 

hyperparameters were the best suited for 

handling the class imbalance challenge 

common in financial datasets. 

 

C. Neural Network Model 

Our research employs a neural network 

model, a model well-suited for handling 

the imbalanced nature of financial frauds 

datasets. 

The network consists of multiple layers:  

a. Input Layer: The input layer has 

two major responsibilities: to 

receive the data and to properly 

format its features, ensuring that 

the next layers receive standardized 

inputs. The job of the input layer is 

critical because it builds the 

foundation for accurate pattern 

recognition throughout the 

network. 

b. Hidden Layers: The hidden layers 

are the core of the network. The 

learning happens here. Our neural 

network implements three hidden 

layers, each with a progressively 

reduced number of neurons, from 

128 neurons in the first layer down 

to 32 neurons in the final layer. 

Each hidden layer is followed by 

batch normalization, which 

improves the network’s training 

stability, and ReLU, for improving 

the catch of complex patterns in the 

data. Moreover, we apply dropout 

regularization at a rate of 50% after 

each hidden layer to avoid the risk 

of overfitting. 

c. Output Layer: The output layer is 

responsible for preparing the data 

for getting out of the network. The 

output layer’s job is to synthetize 

the information learned by the 

hidden layers into a final decision. 

The final input produces a logit, the 

raw output value, corresponding to 

the log-odds of the positive class. 

To get a probability score ranging 

between 0 and 1, the logit is passed 

through a sigmoid function. The 

probability score decides if the 

transaction is classified as 

fraudulent or legitimate. 

 

To handle one of the biggest challenges of 

financial fraud detection, the highly 

imbalanced nature of datasets, we 

integrated a focal loss function. By doing 

this, the model can concentrate more on 

the minority class, the fraudulent cases, 

rather than being overly influenced by the 

majority class. In this way, the overall 

performance of the model is improved by 

learning more effectively from the 

minority class. Mathematically, the focal 

loss function is expressed as [19]: 

 (2) 

5   Results and discussions 

This section presents the results of our 

study. The discussion about each model’s 

performance revolves around five key 

metrics: accuracy, precision, recall, F1 

score and AUC-PR [20]. Moreover, for a 

better evaluation, we interpreted the 

confusion matrices. 

 (3) 

 (4) 

 (5) 

 (6) 
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Fig. 3. Results 

 

Fig. 3 presents the results obtained by each 

model in the federated learning framework. 

The results and its interpretations for the 

XGBoost and neural network models are 

discussed individually below. 

 

A. XGBoost model 

The high accuracy of 0.9991 achieved by 

the XGBoost model indicates that almost 

all predictions were correct. The percent of 

positive predictions is around 74% 

indicated by the precision of 0.7388. This 

also shows us that the percent of false 

positives is pretty high, around 26%. The 

recall value of 0.7358 obtained by this 

study shows us that 74% of the true 

positive instances were detected, while 

26% of them went undetected. The F1 

score of 0.7373 shows us the trade-off 

between precision and recall, highlighting 

both the model’s strength in overall 

prediction accuracy and its limitations in 

precisely capturing all relevant cases. The 

model obtained an AUC-PR score of 

0.7188. This suggests that it has a 

moderate balance between precision and 

recall across different thresholds. 

 

Fig. 4. XGBoost - confusion matrix 

The confusion matrix presented in Fig. 4 

illustrates the number of instances 

classified by the XGBoost model as true 

negatives, false negatives, true positives 

and false positives. The model performed 

well in detecting non fraudulent 

transactions, with  284.207 instances 

classified as true negatives and only 108 

false negatives. For positive cases, the 

model demonstrated worse performance, 

with 383 true positives, but 109 false 

positives. This indicates that around 22% 

of fraudulent transactions were not 

correctly identified by the model. 

 

B. Neural Network Model 

As shown in Fig. 3, the Neural Network 

model’s accuracy has a value of 0.9994, 

meaning that nearly all predictions were 

correct. The precision of 0.8513 indicates 

that approximately 85% of positive 

predictions were correct, while the the rest 

of 15% were false positives. Similarly, the 

recall of 0.8028 means that the model 

correctly identified about 80% of the true 

positive instances, indicating that a portion 

of actual positives went undetected. The F1 

score of 0.8264, which balances precision 

and recall, illustrates this trade-off, 

underscoring the model’s effectiveness in 

overall prediction while also highlighting 

its limitations in accurately identifying all 

relevant instances. The AUC-PR of 0.7608 

highlights that the Neural Network model 

achieves a stronger level of precision 

across various recall thresholds than the 

XGBoost model. 

 

Fig. 5. Neural Network - confusion matrix 

The confusion matrix represented by Fig. 5 

shows the results obtained by the neural 
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network model. This matrix shows 284.233 

correctly classified negative cases and 388 

correctly identified positive cases. 

Compared to the XGBoost model, the false 

positives have decreased to 82, suggesting 

the model is more precise in avoiding 

incorrect positive classifications. Similarly, 

false negatives have reduced slightly to 

104, enhancing the model's sensitivity by 

detecting a higher proportion of actual 

positives. 

The results of this comparative study can 

serve as a starting point for developing a 

real-world fraud detection system based on 

the federated learning framework. Given 

its better performance, the neural network 

can be the primary candidate model for 

building such a system. The main 

limitation encountered during this study 

was the lack of sufficient data, as the 

confidentiality requirements restrict the 

availability of public financial datasets. 

Having multiple distinct datasets, rather 

than dividing one into several subsets, 

would likely have led to improved results. 

Future research can focus on extending the 

federated learning approach to other types 

of financial fraud, including insurance 

fraud, loan fraud or money laundering. 

Such studies would validate the 

applicability and effectiveness of federated 

learning framework across a broader 

spectrum of financial crime detection 

scenarios. 

 

6. Conclusions 

In this study we evaluated the performance 

of both XGBoost and neural network 

models within a federated learning model. 

In terms of accuracy, both models 

performed exceptionally. In key 

performance metrics such as precision, 

accuracy, F1 score, and AUC-PR score the 

neural network model outperformed the 

XGBoost model. While in previous 

studies, XGBoost had the best performance 

when compared to other machine learning 

models, the deep learning model 

demonstrated a better ability in detecting 

fraudulent transactions, making it a 

promising choice for real-world cases. 

Overall, this study highlights the potential 

of federated learning to improve 

collaboration among financial institutions 

to develop better fraud detection systems. 
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