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The Improvement of Decision-making Process  
using Business Intelligence Solutions 

 
Adelina TĂNĂSESCU 

The Bucharest University of Economic Studies, Romania 
tanasescu.adelina@gmail.com  

 
The aim of this paper is to present the benefits of using Business Intelligence solutions for the 
improvement of decision-making process. Data and information are extremely important in the 
development of a business and in its process of becoming the leader of the market. Business 
Intelligence solutions offer the opportunity of using descriptive analysis in order to make 
informed decisions for businesses. These solutions offer the possibility of data visualization, 
which helps to obtain various benefits. 
Key words: Business Intelligence, data, information, descriptive analysis, data visualization, 
decision-making process 

 

 Introduction 
The remarkable development of the 

IT field has produced visible changes in 
all branches of the economy. Currently, 
globalization is constantly growing and 
its main effect is that there is stronger 
competition between economic agents 
than in the past. 
Because we speak about rapid changes 
in the market, the management of 
companies has to take into consideration 
two aspects. The first is that they must 
make decisions based on information 
from real data about the business. The 
second thing is about the period of time 
in which they make these decisions. The 
success of a business depends on how 
quickly the business adapts to changes: 
in the market, in the customers 
behavior, and changes made by its other 
competitors. In order to make decisions, 
the management must obtain the 
information it needs in a timely manner. 
Finding good solutions to these changes 
leads to outperforming competitors and 
gaining an advantage over them. 
The evolution of information systems 
began in the late 1970s when 
management information systems 
(MIS) appeared. Later, in 1980, 
decision support systems appeared, and 

in 1985, expert systems appeared. The 
1990s are the starting point for the 
Business Intelligence systems. 
The competitive advantages represent 
the elements that help differentiate the 
competitors in the market. This type of 
advantage is the element that makes the 
difference between businesses in the 
same market, the difference between a 
business that stays afloat and another 
that is constantly evolving [1]. The use 
of BI solutions offers the possibility of 
gaining these advantages, because all 
the information brought by these 
solutions helps in making well-
informed and rapid decisions, which are 
beneficial for the company. 
Business Intelligence solutions offer the 
possibility to analyze historical data and 
allow data presentation in a visual form. 
The analyzed data is related both to the 
actual activity of the company and to the 
business environment in which it 
operates. This is also the reason why BI 
solutions offer competitive advantages. 
Thus, the improvement of the decision-
making process takes place. The main 
reason is the increase of the spectrum in 
the analysis of the company’s 
performance. 
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1. Data – the source of information 
People often confuse data with 
information, but these are completely 
different things. Data is the source of 
information, the raw material, and is not 
processed. The information is processed 
data, or we could say it is data with a 
certain meaning. 
Businesses produce a large volume of 
data through the activity they carry on. 
By data processing, they obtain 
information of great interest and use. 
Businesses should do that in order to 
obtain new strategies, or to modify the 
existing ones so that the company’s 
performance is at the level imposed on 
the market in which it operates. The 
analysis of information must be carried 
out in not a very short period of time, so 
that the decision is not erroneous due to 
the lack of aspects taken into 
consideration, but not too long, because 
another competitor might gain an 
advantage by making the same decision, 
but faster.  
Data collection and storage should be a 
necessity for any company. This data is 
the basis for information that adds value 
to a company that processes and 
analyzes it in a timely manner. The 
management of a company can better 
understand the causes that led to a 
certain effect through performing data 
analysis. For example, businesses use 
data analysis to see the reasons for sales 
being lower in a certain unit of the 
company or a certain period. In this 
way, the company can find answers to 
many problems that arise and thus make 
decisions that help to develop the 
business. 

In the absence of data, the decisions 
made do not have a basis on anything 
concrete, and these would be general 
decisions, not company-specific ones. 
Several factors fluctuate from one 
company to another, even if they have 
the same field of activity. Therefore, it 
is extremely important that the decisions 
made by the managers are based on the 
analysis of their own company’s data. 
2. Business Intelligence 
This chapter is going to present the 
Business Intelligence process, data 
warehouses as support in the 
development of specific BI activities, 
and descriptive analysis. 
2.1 The process of Business 

Intelligence 
Business Intelligence represents the 
process of analyzing the data within a 
company in order to improve the 
decision-making process. BI systems 
combine data collection and storage 
with knowledge management and data 
analysis. By using Business 
Intelligence, companies receive answers 
to topics such as: business performance, 
profit, expenses, and the reasons that led 
to these results. 
The next figure (Fig. 1) shows 
schematically the Business Intelligence 
process. The first element is the data 
sources. They are processed using BI 
tools. In this way, the users, usually the 
managers, get information that helps 
them make decisions. These decisions 
apply in the business environment, 
which then provides new data that is 
collected and stored in the data sources 
[2]. 
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Fig. 1. Business Intelligence process 
Source: Ana-Ramona Bologa, Mihaela Muntean – “Business Intelligence.  

Teorie și practică”, Bucharest: Editura ASE, 2015 
 

2.2 Data warehouse 
If we talk about Business Intelligence, 
we also talk about the company’s 
historical data. Business Intelligence 
focuses specifically on the analysis of 
past data. As a result of the company’s 
activity, the raw data collection is 
carried out. Data is transformed and 
processed and then stored in data 
warehouses. A data warehouse is a data 
management system used for enabling 
and supporting specific Business 
Intelligence activities. Compared to a 
relational database where we talk about 
transactional processing – Online 
Transactional Processing (OLTP), for 
data warehouses we talk about 
analytical processing – Online 
Analytical Processing (OLAP). 
Because we consider data warehouses to 
be a support for Business Intelligence, 
we must understand that in data 
warehouses the most frequent 
operations are those of reporting and 
analysis. These operations are the 
opposite of the ones in relational 
databases, (in relational databases the 
most frequent operation is the 
actualization). The frequency of 

operations performed in these two cases 
is also different. For relational 
databases, we talk about daily 
operations compared to data 
warehouses where the operations 
performed assist the decisions, so they 
are much rarer. 
The data sources that help to compile 
the data warehouse are diverse and 
different. For this reason, it is necessary 
to filter and transform the data. Data 
sources are made of both internal data, 
from the operational process, and from 
external data (data about the market 
evolution, competitors, business 
environment, etc.). 
Business Intelligence helps process this 
data in order to obtain the necessary 
information in the decision-making 
process. The visual representation of 
information is more likely to be easier to 
understand than visualization of data in 
a much narrow context. 

2.3 Descriptive analysis 
Business Intelligence utilizes 
descriptive analysis as a method of 
interpretation of historical data. The 
main reason for using this analysis is to 
make comparisons. The most often used 
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key metrics in this type of analysis are 
those for prices, sales, products, and 
customers. This data helps with creating 
an overview of a company at a moment 
in time [3]. 
The descriptive analysis involves 
analyzing raw data to draw useful and 
understandable conclusions by 
decision-makers: managers, investors, 
and other stakeholders. A report 
showing a certain value of sales lacks 
context. In fact, this is the one that helps 
to give meaning to data. The context 
gives a view of the elements that led to 
the result achieved by the company in 
sales. A larger context helps to obtain an 
informed overview of the company’s 
performance regarding different aspects 
[3]. 
There are two main methods of data 
collection in order to perform 
descriptive analysis, data aggregation 
and data mining. In order to obtain 
information from the data, it must be 
gathered and analyzed. The descriptive 
analysis is an important component of 
performance analysis. The information 
provides strong support for decision 
makers to analyze the performance 
achieved by the business [3]. 

3. Data visualization 
The Business Intelligence process 
includes data management, but more 
precisely: data collection, data cleaning 
and storage, data analysis, and 
presentation. Data visualization is made 
according to the user preferences, in 
different shapes and formats. 
People have a better ability to 
understand information when its 
presentation is visual, not just in 
writing. Visualization involves the use 
of images made of various visual 
elements of different shapes and colors. 
A visual analysis of a business’s data 
has the aim to achieve the following 
objectives [4]: 

- Visualization of key metrics for an 
easier and faster understanding of the 
data, in order to facilitate the 
decision-making process; 

- Providing an interactive visual way 
for data exploration; 

The benefits of visual data analysis are 
easy to notice. The main objective of 
data visualization is the possibility of 
improving the decision-making process. 
The means by which data visualization 
helps to make strategic decisions are the 
ones below [5]: 
- Using a visual representation, we can 

obtain other information that we 
could not have noticed by visualizing 
the data in its raw form. Thus, by data 
visualization, you can see many of the 
information hidden behind the 
numbers, so the data analysis has a 
broader context. 

- Data visualization is an important 
factor in identifying insights that lead 
to a better decision-making process. It 
gives the decision-makers 
information on different aspects of 
business’s performance, in order to 
make decisions that are more 
effective. 

- With help from data visualization, the 
decision-making process takes place 
in full knowledge of the facts, due to 
the clear perspective it brings on the 
values that establish the business’s 
performance. 

- Data visualization also helps to view 
business’s progress and notice 
different trends. In this way, it is 
easier to notice any slip from the ideal 
situation and immediately fix it. 

4. The benefits of using Business 
Intelligence 

The economy is constantly changing, so 
decision-makers need to take into 
consideration many aspects in order to 
make the right decisions for the 
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development of their businesses and for 
achieving their desired performance 
goals, such as making a substantial 
profit. The aspects that need to be a part 
of this analysis have as sources data 
from the operational process and data 
about the business environment. Among 
the benefits brought by the use of 
Business Intelligence solutions, we can 
mention the following [6]: 
- Performing faster data analysis using 

multiple data sources; 
- Increasing organizational efficiency 

by reducing the time for data 
analysis; 

- Making data-driven decisions by 
using up-to-date data; 

- Improving the experience and 
satisfaction of customers by 
analyzing the data that came from 
them (for example, the customer’s 
reviews); 

- Improving the satisfaction of all 
employees by giving access to their 
own data, so they will not have to 
require data from the IT department; 

- Using internal and external data 
sources for a rapid answer to 
questions; 

- Increasing the competitive 
advantages by analyzing the market 
and the business’s performance 
within it; 

5. Microsoft Power BI 
This chapter presents the Microsoft 
solution for Business Intelligence – 
Power BI Desktop and an example of 
application made with this tool.  

In February 2021, Gartner considered 
Microsoft and its Business Intelligence 
tool – Power BI – among the leaders in 
the Analytics and BI platforms 
category. Alongside Microsoft, there 
are also solutions from Tableau and 
Qlik, as seen in Fig. 2. 

 
Fig. 2. Magic quadrant for Analytics and Business Intelligence Platforms 

Source: https://info.microsoft.com/ww-Landing-2021-Gartner-MQ-for-Analytics-and-
Business-Intelligence-Power-BI.html?LCID=EN-US 

 

https://info.microsoft.com/ww-Landing-2021-Gartner-MQ-for-Analytics-and-Business-Intelligence-Power-BI.html?LCID=EN-US
https://info.microsoft.com/ww-Landing-2021-Gartner-MQ-for-Analytics-and-Business-Intelligence-Power-BI.html?LCID=EN-US
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5.1 Power BI Desktop 
Power BI Desktop is a tool for data 
visualization that allows data 
transformation and modeling. Reports 
and dashboards are the final product of 
data visualization. Among the strengths 
of this Business Intelligence tool, we 
can include the reports, dashboards, and 
various types of data sources. The 
reports consist of several pages that 
contain various visual elements, such as 
graphs, diagrams, tables, etc. The 
dashboards are pages with multiple data 
visualizations. As the dashboards 
consist of only one page, they will 
contain the most important elements of 
the business’s history [7]. 
The advantages of using Power BI 
Desktop are the ability to aggregate data 
sources, using the relationships between 
datasets, the interactive interface that 
facilitates data visualization and allows 
easier learning compared to other BI 
tools ( such as Tableau and Spotfire); 
this is also the reason that the 
collaboration between departments for 
data analysis is encouraged [8]. 

5.2 Business Intelligence solution 
using Power BI Desktop 

In order to explain the usefulness of 
Business Intelligence solutions in 
improving the decision-making process 
by using descriptive analysis and data 
visualization, in the following, we will 
see a solution made with Power BI 
Desktop, the BI tool of Microsoft. 
Power BI offers the possibility to use 
various data sources, as seen in Fig. 3. 
Thus, the use of this tool provides 
flexibility for the company that uses it 

because it can put together data from 
various file types, databases, cloud, 
online services, and others. 
 

 

Fig. 3. Data source types used  
in Power BI Desktop 

For this solution, we are using public 
datasets, two Excel files. These contain 
data about a company’s customers, their 
orders, the company’s profit, discounts, 
information on the economic regions 
that customers are from (EU – also 
presented as UE, EEA – also presented 
as SEE), and other data. 

In order to be able to utilize the data, it 
must first be cleaned and shaped. 
Shaping data means that transformation 
is needed to be able to perform 
operations like changing formats, 
removing rows or columns, and 
renaming columns. In addition, we 
established the connections between the 
tables resulting from the datasets. Fig. 4 
shows the connections between the 
dataset tables. 
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Fig. 4. The connections between the dataset tables 

For the descriptive analysis of data, we 
made some reports and a dashboard that 
contains different visual elements. 
In Fig. 5, you can see a report page, 
which contains a pie chart that shows 

the sales by region, a gauge for the profit 
made in every region and the total 
profit, and a matrix that shows the count 
of discount types given in every region. 

 

 

Fig. 5. Power BI report – example 1 

In the report shown previously in Fig. 5, 
Power BI allows users to select a 
geographic region (Central, South, or 

North). In this case, the BI tool displays 
only data about the selected region in all 
the visual elements, as shown in Fig. 6. 
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Fig. 6. Power BI report - region selection 

In Fig. 7, we can see other aspects of 
this Business Intelligence solution, 
which helps in improving the decision-
making process. This report includes 
data on product subcategories. The user 
can apply filters to the data. In this 
example, we can apply a filter on the 
year of order (in Fig. 7, we chose the 

year 2013). The decision-makers 
receive information about the 
subcategories of products with the 
highest quantities sold. They can also 
get information from the comparison 
between the sales by subcategory and 
the average of sales. 

 

Fig. 7. Power BI report – example 2 – product subcategories 

The Filled Map visuals are also easy to 
use and allow the users to understand 
the information much better. Fig. 8 

shows a Filled Map visual. In this case, 
through the map provided, the decision-
makers can select an EU country for 
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which they want to see more 
information regarding aspects such as, 
number of orders, the revenue from 
sales, and also what is the preferred 
delivery type. In Fig. 8, we have 
information about France, which has a 
number of 991 orders, the sales revenue 
is 610 thousand euros, and the most 

popular delivery type is Economy. By 
selecting other countries on the Filled 
Map visual, users can see comparisons 
between the countries, so they can make 
decisions to improve their company’s 
activity. For example, if managers see a 
barely used delivery type, they could 
give up on it. 

 

Fig. 8. Power BI report - example 3- orders and sales in France 

As we have previously seen, Power BI 
Desktop offers the possibility of making 
reports, but with this BI tool, you can 
also create dashboards. In Fig. 9, we 
have presented a dashboard for this 

company. The dashboard’s theme is 
sales by geographic and economic 
regions and contains visuals from the 
previously mentioned reports. 

 

 

Fig. 9. Power BI dashboard 
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6. Conclusions 
Firstly, through this assessment, we can 
certainly say that, at the moment, data 
has an impactful role in the economic 
process because, through their 
processing, the decision-makers obtain 
valuable information. Business 
Intelligence solutions aim to use data to 
improve the decision-making process. 
Secondly, descriptive analysis is a part 
of the Business Intelligence process. 
According to the example given in 
Chapter 6.2, descriptive analysis plays a 
very significant role in the decision-
making process because it helps a lot 
with historical data interpretation and 
comparisons between data at different 
moments. At the same time, the 
descriptive analysis creates a broader 
context for data interpretation and 
analysis of various factors. 
Furthermore, data visualization 
probably has a major impact on 
improving the decision-making process. 
A Business Intelligence solution helps 
in this matter, and therefore it gives the 
support to present data from different 
sources, as they gather in one place. In 
this way, performing the analysis is 
much more efficient than in the case of 
a separate data analysis for every data 
source.  
Finally, Power BI Desktop is a tool that 
helps to develop Business Intelligence 
solutions. The most important features 
are the ability to use many types of data 
sources and the interactive interface, 
which is extremely easy to use and 
allows for easy learning. By using this 
tool, the decision-makers will receive 
support for making correct decisions. 
 To conclude, Business Intelligence 
solutions help to improve the decision-
making process. They provide the space 
to gather the data from various sources 
and to analyze it in a broader context. In 

this way, the company’s management 
can make informed decisions that help 
in the company’s development. 
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In these days, due to the increasing competition, churn prediction has gathered greater interest 
in business, especially in the telecom industry, since gaining new customers is more expensive 
than retaining the existing ones. The primary objective in telecom churn analysis is to accurately 
estimate the churn behavior by identifying the customers who are at risk of churning. Another 
objective is to identify the main reasons for customer churn. This paper focuses on various ma-
chine learning algorithms for predicting customer churn, though which we build classification 
models such as Logistic Regression, Random Forest, Decision Tree, and Support Vector Ma-
chine. Prediction performance of the classifiers is evaluated and compared through measures 
such as Area Under the Curve (AUC), accuracy, and recall rate. Such predictive models have 
the potential to be used in the telecom industry for making better decisions in customer man-
agement. 
Key words: Churn Prediction, Machine Learning, Retention, Telecommunication, Decision Tree 

 

Introduction 
 

In a highly competitive environment, com-
panies must constantly innovate and focus 
on improving the quality of their services. 
Customer loyalty represents more than just 
keeping the right customers, but it represents 
the key to maximizing profits. Acquiring a 
new customer is from 5 to 25 times more 
expensive than retaining an existing one. 
According to Frederick Reichheld of Bain & 
Company, inventor of the net promoter score 
(NPS), increasing customer retention rates by 
5% increases profits by 25% to 95%.[1] Con-
sidering this, customer retention is one of the 
main challenges of companies, especially in 
the telecommunication industry, where cus-
tomers have multiple options in terms of bet-
ter and less expensive services. The most 
often cause of customers churn is due to 
non-satisfaction in the service offered by a 
provider or due to more enhanced affordable 
service by another service provider. [2] In an 
almost saturated market, companies need a 

method to identify the customers who are 
most likely to churn, so that they can build 
proactive retention campaigns. [3] Thus, an 
appropriate churn prediction model is essen-
tial to predict the customer churn. The pro-
posed model should have the capability to 
accurately identify customers at risk to churn 
and then find the reasons behind churning, 
so as to avoid loss of customers and also 
propose measures to retain them. The effec-
tiveness of a churn prediction model de-
pends on the learning achieved from the data 
set provided. An appropriately preprocessed 
data set gives high performance to the classi-
fiers. Therefore, proper preprocessing is re-
quired to remove any redundant or useless 
features that do not have any relation to the 
target feature. [4] In general, machine learn-
ing techniques are greatly introduced as 
churn prediction methods. [2] These tech-
niques can help building prediction models 
in order to discover behaviors and future 
trends and allow companies to make smart 
decisions, based on the knowledge extracted 
from the data. The objective of this study is 
to investigate existing techniques in machine 

1   
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learning, to evaluate the classifier models for 
customer churn predictions, and to identify 
the churn key factors, using data from a tele-
com public data set. From the experiments, 
we observed that Random Forest produced 
better accuracy compared to other machine 
learning algorithms, while Decision Tree 
produced a better recall rate compared to 
other algorithms. We identified the factors 
behind the customers churning by using the 
Feature Selection technique. The rest of the 
paper is structured as follows. In Section 2 
we present related work. In Section 3 we 
present the telecom churn case study. In Sec-
tion 4 we expose the results. Finally, in Sec-
tion 4 we conclude the paper. 
 
2. Related work 
Churn prediction in telecom companies has 
been addressed in the literature using various 
techniques, including machine learning or 
data mining. These techniques are aimed to 
assist companies to identify, predict, and re-
tain churning customers.  
In [3], the authors presented an advanced 
data mining methodology which predicts 
customer churn using a call record data set 
for 3333 customers with 21 features. The 
author applied the principal component 
analysis (PCA) technique to reduce the data 
dimensionality. Three machine learning al-
gorithms were used for classification: Neural 
Networks, Support Vector Machine and 
Bayes Network. The overall accuracy values 
were 99.10%, 99.55%, and 99.70% for 
Bayes Networks, Neural networks, and Sup-
port Vector Machine, respectively.  
Different machine learning algorithms were 
proposed in [5], through which different 
models were employed, such as Logistic Re-
gression, Support Vector Machine, Random 
Forest, Gradient Boosting Trees, which are 
used to predict churn customers. The authors 
used AUC to measure the performance of 
the models. According to the AUC values, 
the method that gave the most accurate mod-

el was Gradient Boosting with AUC value of 
84.57%. 
The author presented in [6] a comparison 
study using three classifiers K-NN, Random 
Forest, and XG boost, respectively. The XG 
boost classifier performed the best, com-
pared to the KNN and RF classifiers, in 
terms of accuracy score and F score.  
 A churn prediction model was proposed in 
[7], as well as clustering techniques to iden-
tify the churn customers. The proposed 
model used classification algorithms, in 
which the Random Forest algorithm per-
formed the best with 88.63% correctly clas-
sified instances. Furthermore, the study also 
provided factors behind customer churn us-
ing the Attribute Selected Classifier algo-
rithm. 
In [8], the authors studied the problem of 
customer churn in a big data platform. The 
goal of the researchers was to prove that big 
data greatly enhance the process of predict-
ing the churn depending on the volume, va-
riety, and velocity of the data. The Random 
Forest algorithm was used and evaluated us-
ing AUC. 
The authors proposed in [9] machine learn-
ing algorithms on a big data platform in or-
der to predict the customer churn. The per-
formance of the model was measured by Ar-
ea Under Curve (AUC), obtaining a value of 
93.3%. The model was built and tested 
through Spark environment, using a large 
data set provided by SyriaTel telecom com-
pany. The model experimented four algo-
rithms: Decision Tree, Random Forest, Gra-
dient Boosted Machine Tree “GBM” and 
Extreme Gradient Boosting “XGBOOST”. 
The best results were obtained for the 
XGBOOST algorithm.  
A classification model for churn prediction 
based on the Rough Set Theory in telecom 
was proposed in [10]. The proposed Rough 
Set classification model outperformed the 
other models like Linear Regression, Deci-
sion Tree, and Voted Perception. 
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The author implemented in [11] a classifica-
tion model based on Logistic Regression and 
used statistical methods for feature selection. 
The experimental results showed that by in-
creasing the threshold values and selecting 
the right features with different combina-
tions, the model will deliver better results in 
the churn prediction process.  
 
3. Churn prediction case study using  

Machine Learning 
Based on these concepts, a customer churn 
prediction case study will be further 
presented. A telecom data set is going to be 
used so that to predict churn using machine 
learning algorithms and detect the main 
factors that may lead the customer to switch 
to another telecom provider. 
 
3.1 Data preprocessing 
We are going to use a public telecom data 
set on churn. This data set contains various 
information about customers including 
customer care service details, customer 
value-added services, customer personal 
details, customer usage pattern and customer 
bill and payment details. 
The data set contains 58 attributes and 
51,047 observations, which indicate whether 
the customer had left the telecom provider or 
not.  
Part of these features that are not relevant for 
churn prediction, will be removed from the 
data set. In this regard, the feature 
CustomerID, which contains numeric 
identifier of a customer, is not relevant in the 
analysis, and therefore it is removed.  
In the same manner, feature 
NotNewCellphoneUser is removed, as it 
contains the opposite values of feature 
NewCellphoneUser, the latter will be 
retained in the data set.  
Feature ServiceArea is also removed from 
the data set, as it contains alphanumeric 
values representing the service area of the 
telecom company and it is irrelevant for 

churn prediction. Also, the feature 
Homeownership is removed from data set.  
There are 15 features in the data set contain-
ing missing values, as shown in Table 1. The 
feature HandsetPrice is dropped from the 
data set, as it contains more than 50% of 
missing values.  
For the rest of the features in the table, 
missing values are replaced with the mean 
value of the entire feature column, using the 
fillna() method. 
 

Table 1. Features having missing  
or “Unknown” value 

No. Variable Missing 
Values 

1 MonthlyRevenue 156 
2 MonthlyMinutes 156 
3 TotalRecurringCharge 156 
4 DirectorAssistedCalls 156 
5 OverageMinutes 156 
6 RoamingCalls 156 
7 PercChangeMinutes 367 
8 PercChangeRevenues 367 
9 ServiceArea 24 
10 Handsets 1 
11 HandsetModels 1 
12 CurrentEquipmentDays 1 
13 AgeHH1 909 
14 AgeHH2 909 
15 HandsetPrice 28982 

 
Categorical variables can hide important in-
formation in the data set. Variable values 
with 2 categories will be converted to num-
bers using Python map() function, and the 
other 4 variables with more than 2 categories 
CreditRating, PrizmCode, Occupation and 
MaritalStatus, will be transformed using 
OneHotEncoder function of SciKit package, 
which maps a column of category indices to 
a column of binary vectors. 
 
3.2 Data visualization 
When a feature is analyzed independently, 
we are usually mostly interested in the dis-
tribution of its values. Churn is the target 
variable, and it is binary: Yes indicates that 
that the company lost this customer, and No 
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indicates that the customer was retained. In 
the data set, 28.6% (14,257) customers are 
churners, whereas 71.5% (35,519) customers 
are non-churners, as shown in Fig. 1.  
 

 
Fig. 1. Churn distribution 

 
Bivariate analysis finds out the relationship 
between two variables. In this analysis, the 
distribution of categorical variables accord-
ing to the Churn variable is plotted, as 
shown in Fig. 2. This shows us a skewed 
distribution for most part of the variables. 
Out of 21 variables, 17 variables have two 
values, and the remaining variables have 
three or more values. 

 
Fig. 2. Categorical variables  

and Churn Variable 
 
Pearson correlation coefficients of numerical 
variables are shown in the correlation matrix 
in Fig. 3. 

 
Fig. 3. Correlation matrix 

 
Variables CurrentEquipmentDays, Reten-
tionCalls, MonthlyMinutes, TotalRecur-
ringCharge, UnansweredCalls, Out-
boundCalls, and MonthsInService are highly 
correlated with Churn predictor variable. 
(Fig. 3) Using the sklearn feature selection 
method, the most important variables to pre-
dict the churn are obtained and shown in 
Table 2. 
 
Table 2. Feature importance score obtained 

using Feature Selection 
No. Feature name F Scores 
1 CurrentEquipmentDays 9,936.10 
2 TotalRecurringCharge   7,251.70 
3 MonthlyMinutes   7,027.36 
4 MonthsInService   5,982.62 
5 UnansweredCalls   5,768.01 
6 RetentionCalls   5,233.20 
7 OutboundCalls   1,998.18 
8 CustomerCareCalls     882.28 
9 MadeCallToRetentionTeam     625.62 
10 UniqueSubs     512.07 
11 CreditRating_5-Low     164.18 
12 PercChangeMinutes     101.38 
13 OffPeakCallsInOut      82.09 
14 PeakCallsInOut      75.66 
15 InboundCalls                  72.94 

 
The most highly correlated feature that pre-
dicts customer churn based on feature selec-
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tion (Table 2) is CurrentEquipmentDays, 
which means that the longer a customer has 
the current equipment for, the more likely he 
is going to churn. This makes sense when we 
consider that a customer with an outdated 
equipment is likely to be looking for a new 
one. When looking for a new equipment, a 
customer without brand loyalty will consider 
several brands for it, thus increasing the 
chances that he will switch to another pro-
vider. Also, the fact that a customer has the 
same equipment for a long time without up-
grading might be a signal that he is not using 
the service frequently, in which case it 
would also make sense that the customer 
churns. 
 
3.3 Software tools 
This study will use Python, which is one of 
the mainstream languages in data science 
and machine learning, providing libraries for 
data visualization, preparation, and machine 
learning tasks. The main packages in Python 
used for data analysis and machine learning 
are: 
• Pandas is one of the main tools used by 

data analysts, for multiple phases of data 
science workflow, including data clean-
ing, visualization, and exploratory data 
analysis. 

• NumPy is the fundamental package for 
numerical computation in Python and 
provides support for large multidimen-
sional array objects. 

• Scikit-learn is a machine learning 
library that implements a range of ma-
chine learning, preprocessing, cross-
validation, and visualization algorithms. 

• SciPy provides various numerical tools, 
such as interpolation, integration, opti-
mization, image processing, statistics, 
special functions. 

 
 
 
 

• Matplotlib is a data visualization 
library for creating static, animated, and 
interactive visualizations in Python. 

 
3.4 Machine Learning algorithms  

for Churn analysis 
For churn prediction case study, we are 
going to use Logistic Regression, Random 
Forest, Support vector machine, and 
Decision Tree machine learning algorithms. 
After applying the algorithms, the models 
will be evaluated in order to decide which 
model is the best to be used for prediction.  
The models have been evaluated using the 
holdout method, which divided the given 
data into two independent data sets, 80% for 
training and 20% for testing. After applying 
the chosen algorithm to the data set, we will 
obtain a model that will be evaluated based 
on performance indicators. 
The first algorithm is Logistic Regression 
and we have a model accuracy of 87,52%, 
with a precision of 80,82% and a recall of 
73,41%. For the second algorithm, Random 
Forest, we got a classification rate of 
95,12%, considered a very good accuracy, 
with a precision of 92,39% and a recall of 
90,25%. The Decision Tree algorithm shows 
an accuracy of 94,36%, with a precision of 
89,55%, and a recall of 90,7%. The last 
algorithm Support Vector Machine has an 
accuracy of 87,47%, with a precision of 
80,25% and a recall of 74,04%. 
The classification report for the four models 
is summarized in Table 3 and shows the 
main classification metrics accuracy, preci-
sion, and recall for each model. The report is 
used to measure the quality of predictions 
for a classification algorithm. 
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Table 3. Classification report results 
Model Accuracy Precision Recall 
Logistic  
Regression  

0.8752 0.8082 0.7341 

Random  
Forest  

0.9512 0.9239 0.9025 

Decision 
Tree   

0.9436 0.8955 0.9070 

Support  
Vector  
Machine  

0.8747 0.8025 0.7404 

 
In order to choose the best model that will 
predict if the customer is going to churn, we 
want to maximize the recall, as it represents 
the ability of the classifier to correctly pre-
dict all truly positive cases.  
Considering this, the Decision Tree model is 
the best model to be used in order to predict 
new values for possible customers that will 
churn. We can see below the confusion ma-
trix for decision tree, which gives a holistic 
view of the performance of the model.  
 

 
Fig. 4. Confusion Matrix Decision Tree 

 
So, from the total number of customers, we 
can see that most of them were predicted 
correctly for churn. 7003 customers have no 
for churn and were also predicted with no, 
2626 have yes for churn and were predicted 
with yes. Further, 309 were incorrectly clas-
sified as churners, when they are not and 267 

were predicted as non-churners, when they 
are going to churn. (Fig. 4) 
The ROC curve for each model is shown in 
figures 5-8 according to Table 3, for each 
model output. The ROC curve shows the 
trade-off between the true positive rate 
(TRP) and the false positive rate (FPR). 
Given a test set and a model, TPR is the pro-
portion of positive (churned) tuples that are 
correctly labeled by the model. FPR is the 
proportion of negative (no churn) tuples that 
are mislabeled as positive. 
The AUC values have been plotted for the 
models as shown in Figures 5-8, where the 
best result for AUC is 0,994, obtained for 
Random Forest. (Fig. 5) 

 

 
Fig. 5. Random Forest AUC 

 
Fig.7. Logistic Regression AUC 
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4. Results 
In this case study, we used a public telecom 
data set, targeting churning customers. The 
data set contains details about customers 
including customer care service, customer 
value added services, customer personal 
details, and customer usage pattern. For 
these customers, we observed that those with 
lower values of total recurring charge, 
monthly minutes of use, months in service, 
number of unanswered calls, or number of 
outbound calls and high values for number 
of days of the current equipment, are very 
likely to churn.  
In order to avoid this, a classification ma-
chine learning algorithm is being used, to 
predict the customers that are exposed to 
churn. We have tested four algorithms and  

 
Fig. 6. Decision Tree AUC 

 
Fig. 8. Support Vector Machine AUC 

 

have chosen the one that presented the min-
imal false negative rate, which is Decision 
Tree. Using this model, the company can 
predict those customers that are going to 
churn and take the necessary actions in order 
to prevent them from churning. 
Based on our analysis, a solution might be to 
include an incentive plan to offer a discount-
ed new equipment to those customers who 
have the equipment for a long time. 
This is based on the high correlation of the 
number of days of the current equipment 
with churn, which suggests that churn is 
more likely when the customer has the same 
equipment for a long time. 
 
5. Conclusion 
The paper aims to find the most accurate 
model for churn prediction in telecom and, 
at the same time, to detect the key factors 
that might lead customers to churn. 
For this purpose, four classification algo-
rithms, Logistic Regression, Random Forest, 
Support Vector Machine and Decision Tree, 
have been implemented and analyzed in Py-
thon. 
The models’ performance has been meas-
ured by recall value, since the goal in this 
case is to predict as accurate as possible the 
customers that are going to churn. The best 
recall value was 90,7%, obtained for the De-
cision Tree model. This aspect of the analy-
sis suggest that Decision Tree is the best 
model to be used in the churn case, in order 
to predict those customers that are most 
probable to churn. Another evaluation metric 
in place, that can be used to measure the 
models’ performance is area under the ROC 
curve, where the best AUC is 0.994, ob-
tained for the Random Forest model.  
The analysis leads to the conclusion that tel-
ecom operators can obtain the best predic-
tive models to predict churn, by analyzing 
historical customer records and further un-
derstanding customers behavior. Based on 
this, decision-making employees can build 
different marketing approaches to retain 
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churners based on the predictors that have 
higher importance in scoring the model per-
formance. 
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To leverage on the potential of data analytics, enabling private data release is needed. The 
challenge in achieving private data release has been balancing between privacy and 
analytical utility. Among the models that seek to solve the challenge, ε-differential privacy 
promises to achieve the balance by regulating the epsilon (ε) value. The choice of the 
appropriate epsilon value that achieves the balance has been a challenge, making the ε-
differential privacy not practically applicable by many. A practical and heuristic method to 
estimate this privacy parameter needs formulation. The variable to estimate appropriate 
privacy parameter that is not provided in heuristic manner is the reidentification probability. 
Previous research has based that probability on released data sets and linkage data sets, with 
less focus on data analysts. This paper proposes a causal relationship model for estimating 
the reidentification probability, which adds the analyst’s aspect to the model.   
Keywords: Privacy, Data Utility, Differential Privacy, Big Data, Private release, 
Anonymization  
 

Introduction 
With the convergence and working 

together of smart devices, the Internet of 
Things, and Internet-based applications, 
massive data can be produced, collected, 
processed, and stored effectively. 
However, storing large volumes of data 
without making value from it is not 
helpful, and, indeed, it is a waste of 
computing resources [1]. The value of the 
data sets held is achieved through data 
analytics [2], which may be undertaken 
by the owners of these data sets (curators), 
or the curators may release the data sets, 
which are then used by third parties for 
various analytical purposes. One concern 
that needs to be addressed to actualize the 
data release for data analytics is how the 
private information contained in the data 
sets should be protected [3].  
Without data collecting agencies 
(curators) that guarantee the protection of 
private information held in the data sets 
that they store, only a few individuals 
would willingly participate in any data 
collection exercise, and those who do 
participate may not provide very accurate 
data [4]. As observed by Cavoukian and 

Reed in [5], the challenge of safeguarding 
privacy threatens the willingness to release 
data and information. However, with a 
mechanism that provides the guarantee that 
the privacy of individuals in the data sets is 
in place, thereby creating anonymous data 
sets, then a framework that allows data 
curators to make such data available to third 
parties or even to the public for analytical 
purposes can be put in place. This is what is 
known as private data release. Analysts who 
interact with such private data can only learn 
about the population from which the data 
was obtained, but not about an individual 
whose data is in the dataset. 
The process of making data private involves 
suppression, aggregation, noise addition, 
swapping, among other mechanisms [6]–[8]. 
This, in effect, affects the analytical value of 
the data, hence reducing the data’s analytical 
utility. If ensuring privacy of the data sets 
was the only goal, this would be achieved 
trivially [9]. However, in pursuing high 
levels of privacy through various 
mechanisms, data sets may end up losing the 
analytical utility that is very core for data 
analytics. On the other hand, to have high 
levels of analytical data utility, data should 

1 
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not be changed much from its full 
disclosure form, which in effect makes 
privacy breach very likely. Data privacy 
and analytical utility are therefore 
inversely proportional, requiring delicate 
balancing act for any private data release 
aimed at supporting data analytics to 
achieve its goal [6].  
The differential privacy model, a private 
data release approach that promises to 
deliver the balance between privacy and 
analytical utility, is expressed in a 
theoretical mathematical format, which is 
not utilitarian. This has made the model 
face an implementation challenge that 
needs to be resolved to allow its adoption 
and wide-spread application [10][7]. In 
particular, the choice of an appropriate 
privacy parameter, the epsilon value, that 
guarantees the privacy without eroding 
analytical utility has not been utilitarian 
in a manner that enables software 
developer be able to implement the model. 
There is a need for a practical and 
heuristic approach on how to arrive at the 
right value. This is what this model 
review paper aims to achieve.  
This paper is a narrative model review 
that seeks to operationalize the 
differential privacy by making the choice 
of privacy parameter become practical 
and heuristic, hence making it utilitarian. 
The method used was to synthesize the 
available literature that was obtained 
from journals and other academic 
materials sourced through online 
searching. A gap that needs to be filled 
was then identified and a solution to it is 
provided. 

2. Data analytics & data release 
Data analytics allows the examination of 
data sets with a view of extracting useful 
information by identifying and analyzing 
behavior and patterns using both 
qualitative and quantitative techniques 
[11]. This, however, poses a threat of 
disclosure of private information about 
individuals whose data is in the data sets.  

If the data sets are used by the curator for 
analysis, privacy concerns would not exist. 
However, the curators may wish to a release 
the data to third party analyst or to the 
public, who may perform secondary data 
analytics on the data and the analyst may 
need to link to other data sets from other 
sources for the process of analytics to be 
successful. Data analytics may call for the 
need to interact with various data sets, in 
order to attain the hidden patterns and 
relationships among the data sets. It is 
important for curators to know which data to 
release to a third party or even to the general 
public to enable further analysis using the 
dataset. 
To provide a conducive environment for 
data analytics, there is need to enable private 
data release – releasing anonymized data, 
whose individuals who are the subject 
matter, are protected from disclosure to 
unauthorized parties. Such data should retain 
analytical utility to allow analysts to draw 
some insights from them. The released data 
should not have associations with the 
individuals, who are the data subject [12]. In 
this way, the data released protects the 
privacy of the individuals but retains 
analytical utility. 
Private data release is necessary for both 
privacy preserving data publishing (PPDP) 
and privacy preserving data mining/analysis 
(PPDM/A). In PPDP, the aim is to provide 
the public with deidentified or synthetic data 
for further investigation. The purpose of 
PPDP influences the kind of data to be 
published. If the intention is just to inform, 
without further analysis expected, then 
contingency tables – a matrix format 
showing statistics of one variable in a row 
and those of another in a column,  and 
histograms – a plot showing the frequency 
distribution of data, may be used [13] - [17]. 
However, publishing data intended to be 
used for analytical purposes needs to retain 
reasonable analytical utility. In PPDM/A, 
the data is not released to the analyst, 
instead, they are allowed to interact with the 
data set through aggregated queries [10], 
[18]. 
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3. Privacy and analytical utility 
The need for a mechanism that would 
enable data release that supports data 
analytics in an environment that 
guarantees privacy of the individuals 
whose data is held without sacrificing its 
analytical utility is the drive behind 
numerous research work in the area. 
Some of the disclosure control 
mechanisms that have been used to limit 
privacy loss, such as the anonymization-
based techniques, have been shown to 
diminish the analytical utility of the data 
due to the alterations made in attempt to 
mask the individuals in the data sets [18].  
To achieve private data release that 
supports data analytics, it is necessary to 
balance the two competing goals: privacy 
of individuals and analytical utility of the 
data sets [17], [18]. The two are 
antagonistic in that very private data will 
not be of much analytical  use (utility), 
while high data analytical utility implies 
high accuracy, which is likely to cause a 
privacy breach [19]. Therefore, the 
choice of an anonymization mechanism 
to be used in enhancing private data 
release must be done with a good trade-
off between the two goals [12]. We 
highlight the two main categorizations of 
the privacy mechanisms used, namely 
anonymization and differentially privacy 
models.  
 

4. Anonymization privacy models 
A typical data set has three main types of 
attributes that describe the subject 
(individual).   1) Explicit Identifiers (EID) 
– attributes whose values uniquely 
(directly) identify an individual in the 
data set. Such includes name, national 
identification card number, etc. 2) Quasi 
Identifiers (QID) – attributes whose 
values on their own may not be able to 
identify an individual, but when 
combined with values of other QID, have 
potential to identify and individual. 
Examples include gender, age, etc.  3) 
Sensitive Attributes (SA) – attributes 

whose values are confidential in nature and 
individuals in the data set would be 
uncomfortable if revealed or associated with 
them. Such includes income, ailment 
diagnosis, etc. [20].  
Any anonymization (de-identification) 
technique used must remove, hide, or 
suppress all the explicit identifiers to make 
sure individuals are not revealed. However, 
the QID and SA should remain.[18], [21] 
K-Anonymity is one of the techniques used 
for de-identification where a group of 
records of the dataset with same attribute 
values is referred to an equivalence class. 
This technique requires that each 
equivalence class in the data set, has at least 
k (a constant number) members, meaning 
each member of the equivalence class has k-
1 other elements that cannot be 
distinguished from it. The value of k is a 
constant whole number, i.e., number of 
records in a given equivalence class. The 
technique is known to protect against 
identity disclosure – being able to identify a 
record in the dataset, but not attribute 
disclosure – where, from the attribute values, 
one is able to learn about a group of records. 
K-Anonymity is further demonstrated to be 
susceptible to homogeneity attack and 
background knowledge attack [22]–[24]. 
The ℓ-diversity model, which is an 
improvement of k-anonymity, requires that 
the values of the sensitive attributes in each 
equivalence class have at least ℓ (a constant 
number) well-represented values. This 
means that the values for the sensitive 
attributes of a given equivalence class are 
such that there are ℓ indistinguishable 
records, where ℓ is greater or equal to two 
(i.e., ℓ ≥2). The model is reported to be 
prone to skewness attack and similarity 
attack [22], [23]. 
The t-closeness model improved the ℓ-
diversity model by requiring that the 
distance between the distribution of 
sensitive attributes in a class is not more 
than a threshold t [22]. 
The three models and their affiliates are 
commonly referred to as anonymization 
models, and are known to lack mechanism 
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to deal with background information the 
analyst may have, hence unable to 
provide guarantee of privacy. Another 
concern of these models is the loss of 
analytical utility of the data that is caused 
by alterations of the original data values 
in order to achieve the masking aspect [6], 
[21], [25]. This means the two goals, 
privacy & utility, sought in private data 
release may not be achieved using these 
models. This makes the models 
unsuitable for private data release. 
 

5 Differential privacy model 
This is the privacy model that promises to 
achieve both the goals of privacy and 
utility of data sets. Indeed, it has become 
the de facto model in private data release 
[25]. The model requires that the 
probability distribution in the released 
results area essentially remains the same, 
irrespective of whether an individual’s 
data is included in the dataset or not. This 
way, the presence or absence of an 
individual in the data set does not 
influence the result of the analysis. This 
ensures that the analyst does not learn 
about an individual in the dataset, but is 
able to learn about the population 
represented by the members in the data 
set [26]–[28]. 
In particular, the ε-differential privacy (ε-
DP) provides a provable and quantifiable 
privacy guarantee, as well as a trade-off 
between the privacy and data utility. An 
algorithm, in the context of analytics, a 
query, is said to satisfy ε-DP, if and only 
if, the difference in probability (Pr) of 
any query outcome (S) of two data sets 
(D1 & D2), which differ only by a 
maximum of one entry, only varies by a 
factor of exponential (e) to the power of 
epsilon (ε) [29], [30]. Formally, a 
randomized algorithm M, is said to 
provide ε - differential privacy if for all 
data sets D1 and D2 differing in not more 
than one record, and all S ⊆ Range(M), 
then, equation (1) below applies [26]. 

 (1) 
The ε-DP mechanism ensures that the 
computational result of dataset does not 
change significantly due to the inclusion or 
exclusion of an individual in the dataset. 
This is achieved by adding carefully 
calibrated noise to the true results, making 
the output insensitive to changes in 
individual record [15], [31]. 
One important concept for guaranteeing ε-
DP is mechanism sensitivity, denoted as Δf, 
that measures the maximum change in 
output of a mechanism as a result of change 
in individual record. The literature has 
shown that the sensitivity and the epsilon (ε) 
value determine the noise to be added for a 
mechanism to satisfy ε-DP. When dealing 
with real numbers, Dwork et al. [16] proved 
that noise from the Laplace mechanism with 
scale of Δf/ε would satisfy ε-DP, while 
when using integers [32], Ghosh et al. [33] 
proved that noise from the geometric 
mechanism with scale of ε/Δf would do the 
same [15], [34]. Their views are widely 
supported in the literature [35]. Mechanism 
sensitivity (Δf) can easily be computed from 
the data set but there is not much published 
work on how the value of epsilon (ε) is 
obtained. 
The effectiveness of ε-DP approach is, 
therefore, very much dependent on the 
choice of epsilon (ε) value, which is the 
privacy parameter, also called the privacy 
budget. The privacy parameter (or budget) 
controls the trade-off between the privacy 
guarantee and the data analytical utility. 
Small epsilon values lead to higher privacy 
due to more noise added to mask the data, 
but it also implies less accurate data, hence 
low utility. Large epsilon values lead to less 
noise added, meaning high accuracy; hence 
high utility, but the individuals are at high 
risk of re-identification [36]. This follows 
the fundamental law of information recovery, 
which  indicates that very accurate answers 
to many questions destroy privacy in a big 
way [27], [37]. Therefore, getting the right 
value of epsilon (ε) is an important aspect in 
operationalizing the differential privacy [30]. 
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Despite the promise of ε-DP achieving 
the two antagonistic goals (privacy & 
utility) necessary in private data release, 
its usage/application is reported to be 
very low [18]. This is attributed to its 
theoretical mathematical expression that 
is not easily implemented [10] and, in 
particular, to its description of the privacy 
parameter that is not in a utilitarian 
format that is readily applicable [38]. 
Derivation of the privacy parameter (the 
epsilon value), is not heuristic – i.e., not 
self-explanatory, meaning not everyone 
can derive it, for a given dataset. 
Differential privacy model has been 
ascertained to be the one that can give the 
much-sought balance between privacy 
and data utility in the private data release. 
Its practical application has, however, 
been found to be limited, despite its 
promising potential. The comprehension 
and interpretation of its theoretical 
mathematical formulation that would lead 
to wide application have been stifled by 
the challenge of establishing the privacy 
parameter, the epsilon (ε), which is the 
guarantee of the privacy being provided 
by the mechanism.  
For ε-DP to get widespread application, a 
practical and heuristic way of 
determining the privacy parameter needs 
to be provided and proven empirically, 
for software developers to know how to 
apply it.  We take a look at attempts that 
have been made in trying to arrive at the 
appropriate value of this privacy 
parameter. 
 

6. Choice of privacy parameter  
in differential privacy 

Choosing the value of epsilon that 
satisfies ε-DP has been reported not to be 
a trivial matter; however, there is dearth 
of research on how to determine it. In 
some research works [30], the value is 
picked without explanation of how it was 
arrived at, or is simply assumed to be a 
certain value. If an empirical and 
heuristic method of determining the value 

is provided, implementation of ε-DP is 
likely to be embraced and widely used [30], 
[36]. 
Two methods for determining the 
appropriate value of the epsilon that were 
found in the literature differ in their 
approach significantly. One by Hsu et al. 
[30], views the epsilon (ε) as a factor of: 1) 
Budget of conducting the study (B), 2) 
Target accuracy or error margin (T), 3) 
Expected cost of individual participating or 
not participating in the study (E) and 4) 
probability error or confidence measure (α). 
They proposed a formula to obtain the 
appropriate privacy parameter as the 
equation (2) below. 

   (2) 

 
The authors reported that the expected 
benefits of the participants they studied were 
in monetary form, which made them 
quantifiable. Lee and Clifton [36] work used 
a mathematical formulation approach in 
their coming up with the formula of 
computing the value of privacy parameter, 
the epsilon value. In so doing, they were 
able to assume certain values of probability 
and used them to prove their formula. Their 
approach was theoretical in nature. However, 
a practical approach method that is validated 
empirically and is heuristic is needed. A 
heuristic method would enable analysts and 
system developers to apply the method to 
get the probability of re-identification, 
which is then applied to compute the 
appropriate privacy parameter for a given 
dataset on their own. 
This probability of re-identification depends 
on factors that are intrinsic to the dataset as 
well as external factors that vary from one 
region to another. The intrinsic factors are 1) 
the uniqueness – characterizes the amount of 
unique elements in the dataset, and 2) 
distinguishing power of each attribute [4], 
[39]. The external factors are 1) the 
technical skills and resources available to 
the analyst and 2) the availability of linkage 
data sets that can be linked to the 
anonymous data sets [18]. There is need 
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therefore to model how to arrive at the re-
identification considering these factors. 
They made two fundamental assumptions 
that made it possible to operate: 1) that 
participants were afraid of some bad 
events and 2) that they were able to 
estimate their expected cost of these bad 
events [30]. 
The challenge with this model is that the 
parameters must be established at the 
point of data collection. That is, an 
analyst who gets data sets that were 
collected without those parameters stated 
may not have a way of determining the 
epsilon value, hence not able to 
implement the model. Therefore, we 
observe that this approach may be 
applicable in some circumstances but not 
in all situations. 
The second method is by Lee and Clifton 
[36], which views the epsilon (ε) as a 
factor of: 1) Global sensitivity (Δf), 2) 
Maximum distance between possible 
solutions (Δv), 3) Size of data set (n) and 
4) Probability of being identified (p). 
They proposed a formula of getting the 
appropriate privacy parameter as the 
equation (3) below.  

   (3) 
The sensitivity, maximum distance, and 
dataset size are inherent in the dataset and 
can be computed or read from the dataset 
for any given dataset. Once the 
probability of identification is established, 
the privacy parameter ε will be known. 
We find this approach applicable by the 
analysts, on data sets they collect and 
those collected by others. Lee and Clifton 
[36] concluded that a mechanism for 
establishing the probability of 
identification is important in making 
determination of appropriate value of the 
privacy parameter ε. 

7. Modelling reidentification 
probability  

Getting an appropriate estimate of the re-
identification probability is critical in 
computing the appropriate value of 
epsilon, which is the privacy parameter 

(the budget). The rest of variables for 
computing epsilon (ε), i.e. sensitivity, 
maximum distance, and dataset size, are 
computed directly from the dataset. The 
privacy parameter regulates the trade-off 
between the privacy and utility, as well as 
the amount of noise to be added so that the 
output results satisfy ε-DP. 
Following factors identified as influencing 
re-identification [4], [18], [39], the re-
identification probability can only be 
estimated for a given region and for a 
specific time. This is because factors such as 
the analytical skills of the analysts and the 
resources available to them, that were 
identified as influencing re-identification, 
will vary from region to another. The same 
applies to the availability of linkage data 
sets to the analysts to whom they can refer.  
The reviewed literature identified each of 
the factors influencing re-identification as 
factor on its own. It is our considered view 
that the factors do not work in isolation, but 
instead work together in contributing to re-
identification. Therefore, it is necessary to 
examine their combined cause and effect, 
and that is what informed the formulation of 
the proposed model in Fig. 1. 
The causal relationship model that is 
postulated to influence the re-identification 
probability was arrived at in consideration of 
the factors stated above. The identified 
factors are latent variables that need 
measurement indicators. The appropriate 
indicators for each factor were identified 
and, therefore, represent the model as shown 
in Fig. 1. 
 
8. The proposed model 
Fig. 1. represents the model that can be used 
to estimate the re-identification probability 
of a given region. The model adopted the 
Structural Equation Modelling (SEM) for its 
ability to work with latent variables, also 
known as a construct. A construct is a 
representation of factor that cannot be 
measured directly; instead, its indicators are 
used to measure it. 
There are four constructs that form the 
structural or inner model. 
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The distinguishing power, linkage data 
sets, and analytical competence are the 
independent constructs, also known as 
exogenous constructs, that predict the 
dependent construct, re-identification 
probability, also known as the 
endogenous construct.  
Distinguishing power construct refers to 
the ability to single out an entity from a 
dataset, which leads to re-identification of 
the entity. This is postulated to be 
determined by the characteristics of the 
quasi-attributes that are in the data sets 
and the background information (dataset 
familiarity) that the analyst may be in 
possession of. The two become the 
indicators or measured variables 
representing the construct. The data set 
familiarity was not emphasised in the 
previous model. 
The linkage data sets construct refers to 
the various data sets that the analyst may 
need to compare with the anonymized 
data set released by the curator. Such data 
sets would be containing both explicit 
and quasi-identifiers. The analyst then 
matches the quasi-identifiers from the 
released data to linkage data sets and then 
uses the explicit identifier to disclose 
who the entity that had been de-identified 
is, causing the privacy bleach. This is 
postulated to be measured using the 
linkage dataset availability, accessibility, 
and its usability. Previously, the emphasis 
was only on the availability, but usability 
is equally very key. 
Analytical competence construct refers to 
the ability of the analyst interacting with 

the released data sets to work with data sets 
and be able to extract relevant 
data/information aiding in re-identification. 
The construct was postulated to be measured 
through analyst’s skills in databases, 
programming statistical mathematics, data 
mining, and data analytics. This is a new 
inclusion in the model to emphasise the role 
of data user in the re-identification process.  
The re-identification probability construct 
refers to the likelihood of an analyst re-
identifying an entity that was previously de-
identified at the time of data release. The 
construct is measured by successful re-
identification that does happen. 
The measured variables (indicators) and the 
constructs they represent form the 
measurement or outer model. Our proposed 
structural equation model hence has the 
outer and the inner models. Both of them 
need to be validated empirically for the 
proposed model to be said to be validated. 
 
9. Conclusions 
We have demonstrated the need to come up 
with a way of determining the probability of 
being re-identified as the aspect that will 
make the choice of an appropriate privacy 
parameter become practical and heuristic. 
We further demonstrated that the probability 
of being re-identified will vary from one 
region to another. This implies that the 
epsilon value can only therefore be 
estimated for a given region. 
We have improved the model by introducing 
new indicators for both distinguishing power 
and linkage data set. We further introduced a 
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Fig. 1. Proposed Re-Identification Probability Estimation Model 
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new construct (Analytical Competence) 
to cover the data user or the analyst. 
The proposed model needs to be 
validated empirically, by collecting data 
and experimenting it in a given region to 
get the re-identification probability. Once 
a region has established this probability 
of re-identification, the value would be 
plugged into the formula of determining 
the privacy parameter, epsilon (ε), as 
stated in equation (3), as the value of P. 
In this way, we would succeed in making 
the choice of privacy parameter practical 
and heuristic, making the application of 
the ε-differential privacy utilitarian and 
hence more applicable. 
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Introduction 
When working with databases, the 

aggregation of character fields is a 
common need in the development of 
views and reports. 
To meet these requirements, Oracle 
provides a convenient solution through 
the ListAgg function. 
As the lifetime support for Oracle 11g 
has ended in 2020, most companies are 
looking to migrate to a newer version [1]. 
However, the 11g version is still widely 
used. 
The paper aims to summarize the options 
that the database developer has at its 
disposal to overcome the 4000-character 
limit imposed on the ListAgg function in 
the Oracle 11g version. 
 
 
 
 

2. The evolution of the built-in ListAgg 
function 

ListAgg was first introduced in the Oracle  
world in version 11gR2. 
ListAgg aggregates the values of multiple 
rows into a single grouping. The rows are, 
thereby, “denormalized” in a single 
concatenation of values, optionally 
delimited by a comma, thus generating a csv 
(comma-separated-value) result. Similar to 
other built-in Oracle functions, ListAgg can 
be used as an aggregate function (along with 
the “group by” clause), or as an analytical 
function (along with the “over” and 
“partition by” clauses). 
ListAgg is most often used in conjunction 
with character attributes, although the 
function can receive other data types as 
input. 
Another favorable feature of the function is 
the ability to sort concatenated elements 
within a group. 

 
Fig. 1. ListAgg syntax [2] 

 
 
 
 
 
 
 
 

Note: All SQL queries used in this paper 
will run on Oracle’s well-known HR 
schema. 
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select r.region_name, 
       LISTAGG(c.country_name,'; ')  WITHIN GROUP (ORDER BY c.country_name) 
region_countries 
  from regions r 
  join countries c on r.region_id = c.region_id 
 group by r.region_name; 
 

 
Fig. 2. ListAgg example in aggregate mode 

 
 

select c.*, 
      LISTAGG(c.country_id,';')  WITHIN GROUP (order by null) over 
(partition by region_id ) COUNTRIES_IN_REGION 
 from countries c 
where c.region_id = 2; 
 

 
Fig. 3. ListAgg example in analytical mode 

 
The optional delimiter should be 
carefully chosen because in the output it 
can be confused with a part of the field 
being concatenated. Best practice dictates 
choosing a special character that is not 
present in the aggregated fields. 
The result of the function is a varchar2, 
limited to 4000 characters. 
 

Before the 11g version, Oracle had no direct 
mechanism that allowed multiple values of 
the same column to be displayed on a single 
row in the output. In a post on his blog, 
Donald Burlescon presents some solutions 
to this problem: using the XMLAgg function 
(Oracle 9i) and using the 
SYS_CONNECT_BY_PATH operator [3], 
[4]. 

 
select r.region_name 
      ,rtrim(xmlagg(xmlelement(e, c.country_name || ';') ORDER BY 
c.country_name).extract ('//text()'), ';') region_countries_XMLAGG 
  from regions r 
  join countries c on r.region_id = c.region_id 
 group by r.region_name; 
 

 
Fig. 4. ListAgg alternative – String concatenation with XMLAgg 

 
select region_name, 
        substr(SYS_CONNECT_BY_PATH(country_name, ','),2) name_list 
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   from (select r.region_name, 
                c.country_name, 
                count(*) OVER ( partition by r.region_name ) cnt, 
                ROW_NUMBER () OVER ( partition by r.region_name order by 
c.country_name) seq 
           from regions r 
           join countries c on r.region_id = c.region_id          where 
r.region_name is not null) 
  where seq = cnt 
  start with seq = 1 
connect by  prior seq + 1 = seq 
        and prior region_name = region_name; 
 

 
Fig. 5. ListAgg alternative – String concatenation with SYS_CONNECT_BY_PATH 

 
In the event that the function exceeds the 
4000 characters limit, the following 
runtime error occurs: 
ORA-01489: result of string 
concatenation is too long 

In Oracle 12c, ListAgg has received an 
upgrade through which this limitation can be 
elegantly overcome - the ON OVERFLOW 
clause. 
 

 
 
  with my_query as (select level no 
                      from dual connect by level <10000) 
select LISTAGG(no,'; ' on overflow truncate) WITHIN GROUP (order by null) 
as no_list 
  from my_query; 
 

 
Fig. 6. ListAgg with ON OVERFLOW clause 

 
The query above would generate an error 
if we deleted or commented on the "on 
overflow truncate" clause. 
If the string aggregation output exceeds 
4000 characters, the function truncates 
the result before this threshold, notifying 
the user with a customizable message (the 
example above uses the standard option 
of “...”) [5]. 
Starting with the Oracle 19c version, the 
function receives new improvements: The 
“within group” clause becomes optional, 
and the concatenation can be performed 

for distinct values, by using ListAgg and 
DISTINCT together [6].  
 
3. Avoiding ListAgg’s Overflow Error 
Runtime Errors such as ORA-01489 are 
difficult to detect during development 
because the syntax itself is correct, the error 
is actually caused by the volume of the data. 
For example, a view that uses this function 
can be developed in a test environment with 
a small volume of data and will not generate 
this error until it is introduced in the 
production database. Deleting or restricting 
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the data so that the function falls within 
the range dictated by the threshold is 
certainly not a solution. Several options 
will be explored, along with pros and 
cons depending on how ListAgg is used. 
Newer versions of Oracle provide 
multiple solutions to this common 
problem: 
 
3.1 Replacing ListAgg with XMLAgg 

By performing this operation, the view in 
question will no longer produce a runtime 

error. This solution should be applied with 
caution, as the data type of the result 
changes from varchar2 to clob. If the view 
is subsequently used by various reporting or 
ETL tools, they may reject such a field. 
In situations where returning the entire result 
is mandatory, you can choose this option. 
 
3.2 Extending the varchar2 limit from 4000 

up to 32767 characters, by setting 
MAX_STRING_SIZE initialization 
parameter to EXTENDED. 

 
 
create table test_large_varchar (col1 varchar2(30000)); 

 
Fig. 7. Creating a table with a varchar2 field of more than 4000 characters 

 
Admin rights are required to apply this 
method. The database must also be in 
Upgrade mode. 
This option does not directly solve the 
current issue, but it can prove to be a 
decent solution if the developer needs to 

store such aggregation in a table within a 
non-clob field. 
 
3.3 Replacing ListAgg with Substring, 

To_Char, XML_Agg 

 
 
  with my_query as (select level no from dual connect by level <10000) 
select length(t.no_list) xml_length, 
       length(to_char(substr(t.no_list,1,4000))) truncated_char_length, 
       to_char(substr(t.no_list,1,4000)) truncated_list 
from ( 
select rtrim(xmlagg(xmlelement(e, no || ';') ORDER BY null).extract 
('//text()').getclobval(), ';') as no_list 
  from my_query) t; 
 

 
Fig. 8. Replicating on overflow truncate clause of ListAgg by using a combination of  

Substring, To_Char, and XML_Agg 
 
 
 
 
 
 

With this method, the output is first 
truncated if the string aggregation exceeds 
4000 characters. The result is then 
transformed from clob to character data 
type. 
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Note: XMLAgg can return the result in 
both clob or character data types, using 
getclobval() or getstringval(). In the 
above query, using getstringval() is not 
an option because it would generate an 
error similar to the one we were trying to 
avoid. 
This option can be chosen in situations 
where keeping the character data type 
prevails over a complete string 
aggregation output. 
 
3.4 Creating new User-Defined 

Aggregate Functions 

Starting with Oracle 9i, developers can 
create custom Aggregate Functions. 
Keith Laker, Oracle’s Senior Principal 
Product Manager, details such an 
example of a user-defined aggregate 
function in his blog post [7]. The same 
topic is also addressed on the famous IT 
blogs https://www.stackoverflow.com 
and AskTom [8]. 

According to Oracle [9], User-defined 
aggregate functions are used in SQL 
DML statements, just like Oracle's own 
built-in aggregates. Once such functions 
are registered with the server, Oracle 
simply invokes the aggregation routines 
that you supplied instead of the native 
ones. User-defined aggregates can be 
implemented using ODCIAggregate 
interface routines. 

You can create a user-defined aggregate 
function by implementing a set of 
routines as methods within an object 
type, so the implementation can be in any 
Oracle-supported language for type 
methods, such as PL/SQL, C/C++, or 
Java. When the object type is defined and 
the routines are implemented in the type 

body, you use the CREATE FUNCTION 
statement to create the aggregate function. 

Each of the four ODCIAggregate routines 
required to define a user-defined aggregate 
function codifies one of the internal 
operations that any aggregate function 
performs, namely: 

• Initialize - Initializes the 
computation; 

• Iterate – processes each successive 
input value; 

• Merge – combines two aggregation 
contexts and returns a single 
aggregation context; 

• Terminate – computes the result. 

 
Fig. 9. ODCIAggregate routines [9] 

 
Keith Laker’s proposed user-defined 
function is developed in the following 
manner: 
 
An initial object is created with the purpose 
of storing the results from the iterate stage. 
In this example, the object is created as a 
table of varchar2(25), but the size can be up 
to 4000 bytes, even clob, depending on the 
way the final aggregate function is being 
used. For example, if we plan on 
concatenating first names and last names, 
this object should have the size of the two 
columns combined.  
 

 
 
 
CREATE OR REPLACE TYPE string_varray AS TABLE OF VARCHAR2(25); 
 
CREATE OR REPLACE TYPE t_string_agg AS OBJECT 
( 

https://www.stackoverflow.com/
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 a_string_data string_varray, 
 STATIC FUNCTION ODCIAggregateInitialize(sctx IN OUT t_string_agg) RETURN 
NUMBER, 
 MEMBER FUNCTION ODCIAggregateIterate(self IN OUT t_string_agg, value IN 
VARCHAR2 ) RETURN NUMBER, 
 MEMBER FUNCTION ODCIAggregateTerminate(self IN t_string_agg, returnValue 
OUT VARCHAR2, flags IN NUMBER) RETURN NUMBER, 
 MEMBER FUNCTION ODCIAggregateMerge(self IN OUT t_string_agg, ctx2 IN 
t_string_agg) RETURN NUMBER 
); 
 
CREATE OR REPLACE TYPE BODY t_string_agg IS 
 STATIC FUNCTION ODCIAggregateInitialize(sctx IN OUT t_string_agg) RETURN 
NUMBER IS 
 BEGIN 
    sctx := t_string_agg(string_varray() ); 
    RETURN ODCIConst.Success; 
 END; 
MEMBER FUNCTION ODCIAggregateIterate(self IN OUT t_string_agg, value IN 
VARCHAR2) RETURN NUMBER IS 
 BEGIN 
    a_string_data.extend; 
    a_string_data(a_string_data.count) := value; 
    RETURN ODCIConst.Success; 
 END; 
MEMBER FUNCTION ODCIAggregateTerminate(self IN t_string_agg, returnValue 
OUT VARCHAR2, flags IN NUMBER) RETURN NUMBER IS 
   l_data varchar2(32000); 
   ctx_len NUMBER; 
   string_max NUMBER; 
BEGIN 
   ctx_len := 0; 
   string_max := 4000; 
   FOR x IN (SELECT DISTINCT column_value FROM TABLE(a_string_data) order 
by 1) 
    LOOP 
       IF LENGTH(l_data || ',' || x.column_value) <= string_max THEN 
          l_data := l_data || ',' || x.column_value; 
       ELSE  
          ctx_len := ctx_len + 1; 
       END IF; 
   END LOOP; 
   IF ctx_len > 1 THEN 
        l_data := l_data || '...(' || ctx_len||')'; 
    END IF; 
    returnValue := LTRIM(l_data, ','); 
    RETURN ODCIConst.Success; 
 END; 
MEMBER FUNCTION ODCIAggregateMerge(self IN OUT t_string_agg, ctx2 IN 
t_string_agg) RETURN NUMBER IS  
 BEGIN 
    FOR i IN 1 .. ctx2.a_string_data.count 
     LOOP 
        a_string_data.EXTEND; 
        a_string_data(a_string_data.COUNT) := ctx2.a_string_data(i); 
     END LOOP; 
    RETURN ODCIConst.Success; 
 END; 
END; 
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The last step is creating a function – the actual ListAgg alternative, which receives a string as 
input and calls the string-processing object described above. 
 
CREATE OR REPLACE FUNCTION string_agg (p_input VARCHAR2) 
RETURN VARCHAR2 
PARALLEL_ENABLE AGGREGATE USING t_string_agg; 
 
We should observe that in 
ODCIAggregateTerminate routine, 
string_max is set to 4000. This 
basically reproduces the ON OVERFLOW 
TRUNCATE functionality of ListAgg’s 
12c version.  
The advantage of such an approach is that 
the function can directly answer the 
problem we face with a custom solution. 
The initial object can be as large or as 
small as we need it to be. The overflow 

truncate can occur at any given threshold. 
This versatile approach can be further used 
in any given SQL Statement, no matter its 
complexity. 
One disadvantage could be that the separator 
is embedded within the code. The developer 
cannot change it as easily as with ListAgg. 
Let us observe the user-defined aggregate in 
action (in the below example, string_max 
is set to 100): 
 

 
select e.department_id, 
       string_agg(e.first_name|| ' ' || e.last_name) as full_name 
from employees e group by e.department_id; 

 
Fig. 10. ListAgg functionality replicated with a user-defined function 

 
 
4. Conclusions 
ListAgg currently remains a powerful 
string aggregation alternative. 
Throughout their career, developers 
usually work with multiple versions of 
databases, which is why a review on 
ListAgg evolution, limitations, and string 
processing alternatives may prove useful. 
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Many primary hospitals in developing countries face serious shortages of equipment and 
skilled personnel to handle cases reporting to them. This article focuses on a primary hospital 
constructed in the 1970s, with 29 facilities reporting to it. Patients referred to the hospital are 
usually ferried in ambulances if they are exhibiting critical conditions. Patients deemed 
uncritical are given referral letters. However, patients are exposed to long waiting times that 
put their lives at risk or worsen their conditions. The research aims to establish improved 
ways in which the patient waiting times can be reduced. An appointment scheduling 
framework for the primary hospital is conceived as a better approach. This is an SMS based 
queue management system. The system reduces the waiting time of patients in the hospital’s 
outpatient department. A patient registration device that contains a GSM module and a 
microcontroller which sends messages to and from the patient when booking an appointment 
for consultation are developed. This queue management system has the potential to reduce 
patient waiting times by more than 95%. 
Keywords: Queuing System, Queue Management, GSM, Outpatient, Healthcare, Patient 
Appointment, Scheduling 
 

Introduction 
The waiting times for receiving 

treatment in hospitals are high in many 
public hospitals, particularly in 
developing countries. Patients waiting too 
long before being attended to may 
acquire some infections, or their current 
situation may become worse. There is a 
possibility of some patients going 
undiagnosed. A triage system is used, 
patients who seem to be in a critical 
condition may have some underlying 
problems, and the extension of their 
waiting time may lead to their problem 
growing. Prolonged waiting times are a 
result of overcrowding in hospitals. 
Overcrowding is not good, as it leads to 
doctors having many patients to attend to. 
Medical errors may also arise because of 
the pressure on doctors to try to help as 
many people as possible. 
Scheduling too many patients on the 
same day is one of the causes of long 
waiting times in queues for health 
treatment. Referral scheduling is 
necessary to fill in the gap of long 
waiting periods for medical treatment. [1] 
Observes current trends where modern 

life is becoming too busy to make medical 
appointments in person and maintain proper 
health care. This prompted the researchers to 
provide ease and comfort to patients through 
an online appointment system. Queuing is a 
general problem in many service industries. 
The service provider industries must meet 
the needs of both the customer and the 
service provider, hence scheduling 
appointments can be difficult [2]. Customers 
resent long waits, whereas service providers 
are pressed to minimize the idle time of their 
resources and the use of overtime [3]. The 
research conducted by [4] implements four 
appointment scheduling policies, i.e., 
constant arrival, mixed patient arrival, three-
section pattern arrival, and irregular arrival, 
in an ultrasound department of a hospital in 
Taiwan. The study helps hospital managers 
seeking to improve key performance 
indicators (KPIs) on the patient appointment 
scheduling system to focus more on 
searching for optimal solutions or 
developing better appointment scheduling 
policies. The current process flow of the 
outpatient department in the case study 
hospital is shown in Fig. 1. 

1 
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Fig. 1. Process flow for the hospital Out-

Patient Department 
 
2. Objectives 
Research aims to reduce patients’ waiting 
time in a primary hospital by developing 
a queue management system. The authors 
undertake the following steps to come up 
with the most feasible solution; 
• Evaluate the current queue 

management system used by the 
hospital; 

• Benchmark the existing system against 
that of successful hospitals; 

• Determine where most of the patients’ 
time is spent waiting for assistance; 

• Design a more efficient and effective 
queue management system. 

The study uses statistics for patients 
attended to within a three (3) months 
period. A framework will be produced to 
help guide the hospital in the most 
efficient operational methods to minimize 
waiting times. Minimizing waiting times 
in a hospital setup is a critical part of the 
process, as saving lives is the ultimate 
goal. The envisaged platform is 
accessible to patients and hospital staff. It 
aims to solve the challenges faced by 
patients while taking appointments and 
keeping medical files. The advanced 
system features allow doctors to access 
and update a patient’s medical record 
after every check-up. Some of the 
features are as follows: Online follow-up 
with doctors for distant patients, and 
linking laboratories and the pharmacy in 

order to allow the medical administrator to 
view suggested prescriptions, whilst 
laboratories can view clinical tests 
recommended by the Doctor. The system is 
implemented for all the individuals who 
seek treatment with the primary hospital. 
Only registered users can participate. 
Potential users must create an account 
through the registration form and should 
provide their medical history. Patients’ 
records would be updated automatically 
after each doctor’s visit.  
 
3. Queuing in healthcare 
The scheduling approaches for healthcare 
providers are hampered by the challenge of 
determining how to schedule the number of 
patient appointments using special time slots 
based on fluctuations in patients and 
stochastic patient treatment time [5]. A 
typical appointment scheduling problem can 
consist of one or more objective functions, 
such as minimizing patients’ average 
waiting time, machines’/doctors’ average 
idle time, overtime, and cost [4]. Most 
healthcare facilities use queueing systems 
where patients arrive, wait for a healthcare 
service in a queue, obtain a service, and then 
depart from a healthcare facility [6]. 
Queuing theory is used to define analytical 
techniques, which are closed mathematical 
formulas, which describe a sequence of 
dealing with situations where there are 
congestions and blockages. The services of a 
healthcare outpatient department involve 
patients who seek service, wait in a queue 
before service, and depart the system after 
being served; an out-patient department is 
regarded as a queueing system [7,8]. Many 
countries experience long waiting times. 
Excessive waiting for treatments may cause 
deterioration in patient's health, reduce 
treatment effectiveness, resulting in a barrier 
in the access to health care services [8]. 
Patient’s waiting is defined as the time 
between the patient’s arrival time and the 
actual service start time of the patient’s 
service or appointment. Patients’ waiting 
time is affected by; 
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• Tardiness of earlier patients, causing a 
delay in the scheduled treatment time; 

• Patients having different treatment 
times, creating a stochastic 
environment [4]; 

• Efficiency of the server or personnel 
providing the service sought by the 
patient’s socioeconomic status [8]. 

 Factors considered in analyzing queuing 
problems are line or queue length, 
number of lines, and the queue discipline. 
Services are mostly offered on a first-
come-first-served basis although other 
services use reservations first and the 
triage system. The basic queuing model is 
a single-server, implying that service is 
provided at a single point from a single 
line or queue of patients. Queues are 
classified as finite or infinite by looking 
at the maximum possible number of 
patients that a queue can contain. Queue 
discipline refers to the way in which 
members of the queue are selected for 
service. Most healthcare facilities use the 
First-In-First–Out (FIFO) queue 
discipline or they categorise patients into 
sets according to their priorities. 
However, the priority discipline reduces 
waiting time for more critical patients, 
while the average waiting time for lower 
priority or stable patients increases [9]. 
Patient flow represents the movement of 
patients in a healthcare facility. It also 
shows the ability of a healthcare facility 
to provide services to patients from 
arrival to departure by making use of the 
available resources and ensuring that the 
quality of the services provided is not 
compromised [10]. The flow of patients 
should be quicker to avoid a blockage in 
the flow which may lead to longer 
waiting times and throughput time, hence 
a negative effect on the delivery of 
services. Short waiting times in all phases 
of a healthcare system are signs that the 
patient flow is well managed and that 
generally improves healthcare services 
[11]. Factors which have an influence on 
the operational efficiency based on 
patient flow include daily patients 

volume, health care facility policies such as 
how often patients visit, the type of the 
healthcare provider attending to patients, the 
size and the combination of the service 
providers, and the type of staffing used [12]. 
Ineffectiveness and inefficiency of 
appointment systems is one of the factors 
that lead to prolonged waiting times for 
patients in the outpatient department [13]. 
Some of the ways which may be used to 
reduce waiting times in healthcare facilities 
are as outlined below:  
• Demand Management: Developing a 

partnership between primary and 
secondary care with the aim to manage 
and deliver reduced waiting times is 
important, since waiting starts in the 
primary care hospitals. Patients may also 
be scheduled by matching the demand for 
medical care with the resources available 
at the healthcare facility [13]. 

• Queue Management: Managing queues 
may ease patient flow in a hospital, as 
well as reduce the patients’ waiting times 
before they can receive a healthcare 
service. [14] Suggests the use of an SMS 
system which notifies patients of their 
predicted service time as one of the tools 
that can reduce overcrowding in 
hospitals, hence reduce waiting times.  

• Queue Index System: Index numbers are 
used to show the position of the patient in 
a queue. The patient may leave to attend 
to other issues once they get their index 
number. Some index cards show the 
number of people waiting to get the 
service ahead of the current index 
number. The system does not indicate the 
time a patient may have to wait before 
being attended to. 

Patients depart through numerous routes 
once they are served. Some of the exit fates 
are listed below:  
• Patient is admitted to specialized hospital 

units; 
• Patient may receive the service as 

expected; 
• Patient may be delayed and choose to get 

the service elsewhere; 
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• Patient was advised by a health worker 
to seek services elsewhere if they are 
unable to provide it. 

 
4. Online outpatient scheduling 

systems 
Online outpatient scheduling systems 
have been designed to curb problems of 
high patient no-show rates and long 
waiting times experienced when using 
traditional approaches [15]. A study on 
the effects of an Online Appointment 
Scheduling System on Evaluation 
Metrics revealed a significant positive 
effect on the improvement of the three 
metrics means, including Patient waiting 
time, No-show rate, and Physician 
punctuality [15]. Online systems offer 
benefits such as scheduling an 
appointment at the right time and date 
with the intended physician and 24-hour 
access to the system, which increase 
patient satisfaction [16–18]. They also 
reduce the patients waiting time and 
permit adjusting healthcare facility 
capacity through reducing the number of 
phone calls. Online systems improve the 
quality of care and the accessibility of 
patients to outpatient services [19–22]. 
Other metrics used to evaluate online 
outpatient scheduling systems are listed 
below: 
• Patient punctuality: The difference 

between a patient’s appointment time 
and the actual arrival time; [23] 

• Clinic size: The number of patients 
scheduled per clinic session [23] 

• Walk-in rate: The number of patients 
who walk in without appointments as a 
percentage of all appointments; [23] 

• Service times: The amount of time the 
physician spends with the patient; [24] 

• Panel size: The number of patients 
covered by the physician. [25] 

Real-time appointment scheduling 
systems have been explored, whereby a 
patient only fixes a time and date, and the 
system allocates a doctor available at that 
particular time and date and also handles 
the rescheduling of patients with doctors 

[26]. The object-oriented analysis and 
design approach were used for development, 
whilst the android studio was chosen for 
mobile implementation. [27] Designed a 
patient appointment and scheduling system, 
using Angular JS for the frontend, Ajax 
framework for handling client-server request 
and Sqlite3 and MYSQL for the backend.  
[28] Propose an online patient appointment 
scheduling system based on the Web 
Services architecture. The results show that 
the Web Services architecture provides an 
ideal design paradigm for the development 
of an integrated health care information 
system in the primary care setting. 
[29] Developed an Online Doctor's 
Appointment and Medical Database 
Management System. The purpose of the 
application was to enable patients to easily 
compare, choose, and make an 
online appointment for a doctor just by 
sitting at home. The development tools used 
are HTML, CSS, and JavaScript for the 
client side, while PHP and MySQL for the 
server side.  
Introducing an appointment schedule 
reduced the maximum waiting time for all 
patients by 42% [30].  
 
5. Research method 
A stratified sampling method was used to 
select subjects for the research. The staff in 
the Out-Patient Department (OPD) were 
divided according to the nature of their work 
and then a few were chosen from these small 
groups to participate in the research. The 
OPD has patients coming in and out of the 
hospital, so it was easy to keep track of the 
time that they waited to get assistance. The 
data collection methods used for this 
research are a questionnaire, an oral 
interview, and observation. A set of 
questions was prepared prior to visiting the 
hospital and a total of twelve (12) 
questionnaires were distributed among the 
OPD staff. The first part of the questionnaire 
addressed the first objective of evaluating 
the current scheduling system used by the 
hospital.  The next point then made a 
comparison to what other hospitals are doing 
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with regard to addressing the schedule 
and managing patients’ times. The third 
set of questions looked into statistics to 
get average times taken before patients 
get assistance.  
An oral interview was used to personally 
understand the hospital operations from 
the management of the facility as a 
follow-up to the questionnaire. A set of 
questions prepared before the meeting 
was directed towards the hospital 
manager to get a clear view of how they 
deal with long queues using their 
scheduling program. These questions 
were to clarify how they deal with 
patients’ flow in terms of staffing, as well 
as how they cater for shift changes to 
ensure there are not many delays in 
helping patients caused by change of 
personnel on duty.   
Observation of patient movement within 
the hospital was made from the time a 

patient arrives until they get assistance and 
leave the hospital. The waiting times at each 
service station were recorded. From 
registration, temperature check, 
consultation, to pharmacy, patients’ 
movements were observed. This method is 
effective since the information is first-hand 
and has no distortions. 
The data collected from the healthcare 
facility is presented in graphs and charts for 
easier interpretation. Trends in patient 
movement can be easily identified through 
these representations, thus easing the work 
towards a solution. Table 1. shows the 
waiting times for 10 patients at each service 
point. The waiting times and averages are 
plotted on a graph in Fig. 2. On average, 
patients spend 217 mins waiting for 
consultation. The proportion of waiting time 
is 2% for registration, 21% checking vital 
signs, and 72% consultation as shown in 
Fig. 3. 

 
Table 1. Waiting times at each service point 

Patient No. 
Waiting Time Before 

Registration 
(Mins) 

Waiting Time Before 
Checking of Vital Signs 

(Mins) 

Waiting Time Before 
Consultation 

(Mins) 

1 8 58 222 
2 10 60 213 
3 4 63 224 
4 5 61 211 
5 5 59 229 
6 6 60 214 
7 5 61 209 
8 5 57 218 
9 6 59 216 
10 4 63 214 
Average 5.8 60.1 217 
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Fig. 2. Waiting times at each service point 

 
Fig. 3. Proportion of waiting time 

 
6. System modeling and design 
Three categories of queue management 
systems were identified from the 
literature as the traditional queueing 
method, online system with tokens, and 
the SMS-based appointment. These were 
compared using the weighted matrix 
method. After the selection of the best 

solution, the subsequent modeling of the 
proposed solution was followed through the 
database design methodologies, conceptual 
modelling, and logical and physical design 
[31].  
The following attributes were considered in 
the ranking of the systems: 
• User Friendliness: The proposed solution 
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should be easier to understand both 
for the hospital personnel and the 
patients. 

• Response Time: the solution should 
give a quick response to the user. 

• Flexibility: the solution should give 
patient freedom to run personal 
errands while waiting for their time. 

• Schedule Visibility: the scheduled 
times should be visible to the patient 
and hospital personnel to keep them 
both in sync. 

• Delay Reduction: the solution should 

reduce the patient’s waiting time. 
Using a ranking scale of 1 to 5 as outlined 
below, an SMS based system was selected 
for further development, as shown from 
results in Table 2. 
Rating scale: 
5- Very Satisfactory 
4-Slightly Satisfactory 
3-Fair 
2-Dissatisfactory 
1-Very Dissatisfactory 
 

 
Table 2. Waited scoring matrix 

Feature Weight 
(%) 

EQMS with 
tokens 

SMS  Traditional 

  Score Total Score Total Score  Total 
User friendliness 20 4 80 4 80 2 40 
Response time 10 5 50 4 40 3 30 
Flexibility 10 3 30 4 40 2 20 
Schedule visibility 25 2 50 5 125 1 25 
Delay Reduction 35 1 35 5 175 2 70 
TOTAL 100  245  460  185 
 
The SMS-based appointment system is 
used to help patients book their doctor’s 
appointment from the comfort of their 
homes. The main objective of this system 
is to reduce congestion in hospitals, 
consequently reducing patients’ waiting 
times. The system architecture is made up 
of two parts, the client side (patient) and 
the server side (hospital). The client-side 
interaction is through the SMS 
application of the patient’s mobile phone, 
whereas the server side is the 
combination of the desktop application 
and the hospital database. The desktop 
application consists of written SQL 

queries that make access to the database 
possible. A patient sends their details, 
purpose of their visit, and brief description 
of their condition through hospital hash tags 
designed to access the central patient 
registration platform. The system then 
schedules the patient to come through at a 
time when they would not have to wait in 
queues. The patient receives confirmation of 
their appointment via a text message. This 
arrangement allows for the patient to carry 
out their daily chores and only make their 
way to the hospital at a time of their 
appointment. Fig. 4. shows the system 
overview. 
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Fig. 4. Proportion of waiting time 

 
Patients book appointments by sending 
an SMS to the hospital and receive 
immediate feedback confirming receipt of 
their appointment details. An internal 
system scans through the relevant 
doctor’s schedule and the front desk 
operator confirms the appointment. The 
system then sends a confirmation SMS to 
the patient containing the date and time 
of their appointment. After confirmation 
of the appointment, the patient details are 
stored in a database. These details are 
accessed on the patient’s appointment 
date and displayed on the LCD screen 
when it is their turn to get consultation. A 
use case diagram for making an 
appointment is shown in Fig. 5. whilst 
Fig. 6. shows the activity diagram. The 
primary actor is the patient. The other 

actor is the front-desk administrator. First-
user patients do not necessarily need prior 
registration in the system. Any patient can 
dial the hash tags to submit their first 
intention. Full registration details will be 
submitted upon visiting the hospital, and 
records can be retrieved on recurring visits 
or interaction with the system. The front-
desk administrators are registered in the 
system, search for the doctor, and book an 
appointment. Other hospital staff – doctor/ 
physician, pharmacists, can log in to the 
system with a username and password, 
accept patient's appointment requests, and 
update medical record after each visit. 
Checking the doctor’s schedule is done 
automatically through keyword search based 
on the patient’s inquiry, as illustrated in the 
activity diagram in Fig. 7. The process is 
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executed through retrieving the patient 
messages from the patient registration 

device by the hospital application system. 
 

 
 

 
Fig. 5. Use-case diagram for making an appointment 

 
 
 

 
Fig. 6. Activity diagram for making an appointment 
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Fig. 7. Activity diagram for checking the doctor’s schedule 

 
Appointment confirmation is made prior to 
the patient’s visit to the hospital.  The front 
desk administrator confirms the booking 
through liaison with the doctor. A 
confirmation SMS is automatically sent to 
the patient through the patient registry 
device. The patient may reject an 

appointment, and the search process for a 
suitable booking continues until a 
favourable slot is found.   The activity 
diagram is illustrated in Fig. 8. whilst Fig. 
9. illustrates the sequence diagram for 
booking an appointment.

 

 
Fig. 8. Activity diagram for appointment confirmation 
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Fig. 9. Sequence diagram for making an appointment 

 
Fig. 10. shows the physical database model 
for the system. The main entities are the 
patient, the front desk administrator, the 
doctor/physician, appointment/booking, 

the specialty, and the notification. The 
hardware configuration for the SMS based 
system is shown in Fig. 11. 
 

 

 
Fig. 10. Physical model for SMS based appointment system 
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Fig. 11. System hardware configuration 

 
7. Conclusions 
The proposed system has the capability to 
drastically reduce waiting times. This is 
possible through the slotting of patients at 
their specific times. Patients only go to 
the hospital at their allocated time slot 
without having to wait for a longer time 
before being attended to. The SMS 
appointment system is the most optimal 
and effective system that can be used in 
remote areas and patients of all classes 
because it does not need an Internet 
connection or the use of smartphones. 
The benefits of implementing this 
technology cut across a wide spectrum of 
patients and staff involved in the 
scheduling process, such as 
administrators and doctors who will be 
able to conduct their tasks more 
efficiently and accurately. Patients have 
the ability to book their appointments and 
reservations quickly and more 
conveniently.  
There is a wide range of improvements to 
the proposed system, as outlined below: 
• Accommodate patients cancelling 

appointments; 
• Integrate and customize it to allow 

patients to choose their own time slots. 
This will increase the flexibility of the 

system, 
• Allow for rescheduling of appointments. 

Rescheduling will enable the hospital to 
give the available slots to the next patient 
in line if a patient is unable to come on 
their scheduled time and wishes to 
reschedule to another date or time; 

• Adding sound to the announcement 
system. The use of a sound to announce 
the next patient in line will ensure that the 
patient is aware that it is their time to get 
a service. Patients may not pay much 
attention to the LCD screen, which might 
lead to a minor delay and increase idle 
time. 
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Artificial intelligence is making its mark on more and more different areas of our lives. No 
matter what business we are talking about, a smart application offers customers solutions 
and added value in a more digitalized and automated world. In business, those who do not 
participate in the development and implementation of innovative solutions exclude the 
company from the market. However, it uses these necessary IT solutions and ethical 
challenges related to applicable AI applications, managing and responsibly using the 
information stored in the applications, the content of the messages, and the way users relate 
to other users and the chatbot. The paper is structured in four sections. In the Introduction, 
we talked about the chatbot, about its necessity and usefulness, and about the permanent 
appearance of some ethical challenges related to the use of the chatbot in different fields of 
activity. In the next section, we listed a number of ethical challenges that chatbot developers 
/ users face detailing these challenges and setting an example of concrete ethical / unethical 
approaches. Section III offers solutions to some of the ethical challenges found in the paper. 
The conclusions provide an overview of the topics addressed in the paper and the directions 
of perspective in the ethical approach to the issue. 
Keywords: Chatbot, ethics, business, challenges, solutions. 
 

Introduction 
Society evolves and with technology 

and science, the world is revolutionized. 
These two must keep up with social 
requirements, with the personalized 
needs of each field of activity, with the 
challenges that can be encountered in 
finding solutions to solve these 
challenges, with the progress and desire 
for better people, with making a profit in 
the activities carried out. 71 years ago, 
the revolutionary idea of the chatbot 
promoted by Alan Turing appeared. So, 
in 1966 the first chatbot was developed, 
Eliza, who had conversations with people 
[19]. Since then, new chatbot models 
have continued to appear, with 
applicability in different fields of 
activity and having benefits for people 
with various health problems, in 
education - IT solutions that help pupils / 
students / teachers to collaborate and 
achieve very good results. , in tourism - 
offering help and information for buying 

a flight ticket, booking a stay, canceling a 
stay, obtaining information about the price 
of a ticket compared to other flights, 
information about visiting tourist spots, 
travel options in the locality, in business - 
solutions that allow employees / managers 
to collaborate and exchange professional 
information in the field of work, to upload 
applications for leave / employment / 
retirement / transfer to another salary 
category, to modify or upload documents 
based on chatbot data, to have a dialogue 
with the chatbot to find out the answer to 
professional tasks [18]. The chatbot is tested 
and used to provide and gather health 
information from people and in some cases 
to provide treatment and counseling 
services. There are mobile chatbot apps that 
help people manage depression or anxiety 
by teaching them self-care and attention 
techniques. Over time, chatbots have 
become an innovative technology that 
promises to change the world by taking over 
much of human activity or tasks. By using 

1 
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the chatbot in companies / firms, 
opportunities are opened to improve and 
streamline the activity in a multitude of 
fields. 
In addition to the many advantages of 
using the chatbot in different industries, 
there are also ethical challenges related to 
the development and implementation of 
the chatbot, the form and content of 
communication between the chatbot and 
users [1]. Solutions to these challenges 
are found as a lot of research is consulted, 
read, and studied, studies that address the 
ethical issues and ongoing challenges that 
arise and need to be constantly 
investigated, as society evolves, 
technology and science move rapidly 
toward different, innovative, and creative 
approaches. Ethics helps institutions and 
individuals by guiding society to what is 
good and useful to do, to choose thinking, 
communication, activity using reason and 
common sense, dignity and well-being of 
all, to acquire and apply useful skills to 
distinguish good from evil, when creating 
a climate of collaboration, trust, solidarity 
[17]. Respecting a code of norms and 
rules, a civilized environment of 
conversation and relationship is created 
in which each individual feels 
appreciated and balanced, but also the 
collective requirements are met. In 
society, in everything we do, in all areas 
of activity in which people create and find 
innovative solutions, ethics is necessary 
and mandatory because it defines how 
production relations will evolve in close 
connection with technical progress and 
production forces. with which they must 
adorn themselves. This goal requires 
constant efforts and all people to 
understand the need for ethics in 
everything we do, in everything we think, 
in our actions, in our perceptions of 
ourselves and those around us. As ethics 
is necessary in all fields of activity, 
ethical norms and rules must be known 

and applied in business, in the activity of 
research, development, and implementation 
of AI. 
The topic of research on the ethical 
challenges of using chatbots in conversation 
is a current issue that involves many factors 
in resolving it and holding all those who can 
make decisions in this regard accountable 
[23]. The multitude of ethical issues that 
arise show the need to carefully research this 
issue and to find solutions related to human-
machine conversational processes and their 
integration with AI principles. When a 
chatbot develops and appears on the market 
for consumers, people need to be aware of 
the features of the IT solution and be warned 
about the implications of their interaction 
with the chatbot. Conversations between 
users and chatbots are not just words used 
for data transfer and to form a robot 
conversation pattern. Conversations are 
strategic processes that have the role of 
strengthening users' trust in the chatbot, in 
the information it gives, in the company that 
transmits this information to users, in 
reducing uncertainties about people, 
processes, services, knowledge.  
 
2. Ethical challenges in using the chatbot 
A). Responsibility 
As with any new technology, the use of the 
chatbot has ethical challenges and a lot of 
implications that we need to consider to 
ensure that the implementation and use of 
the chatbot in the chosen field of activity are 
done responsibly. An example of an IT 
solution that was used irresponsibly and 
attracted a lot of ethical implications and 
challenges was the Microsoft Tay chatbot 
[22]. It aimed to conduct a dialogue with 
people on Twitter by learning to reply and 
find answers to their questions based on the 
conversations they develop. In the first 
conversations, the way of exchanging 
remarks was kind, in a friendly way, each 
user using respectful and polite words when 
requesting information or when he wanted to 
have a dialogue with the chatbot. As these 
conversations evolved and the number of 
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chatbot users increased, the dialogue 
gained a strong negative character, with 
insults and harsh words addressed to 
people of different ethnicities, especially 
Roma, but also words with strong racist 
content. This negative change in the way 
we communicate, the transformation of 
mood, and the pleasure of speaking in a 
civilized way was caused by chatbot 
users who felt the pleasure and need to 
constantly address such words with 
offensive and racist content, whether or 
not they were given the opportunity to 
talk. Thus, because the chatbot had a 
program through which it learned to 
respond mainly using communication 
models from previous conversations, this 
chatbot experiment was a failure, the 
ethical value of the content of the 
information transmitted from the user to 
the chatbot, and vice versa, getting an 
increasingly a negative nuance. 

 
B). Transparency 
Another ethical challenge in using the 
chatbot is transparency. This entails 
knowledge of how to communicate. It is 
very important to inform customers when 
communicating with a real person or a 
chatbot. Thus, the level of trust in the 
information obtained in the dialogue is 
higher when the user communicates with 
a person. If users find out that a company 
is using a chatbot to interact with them, 
they may feel betrayed or even turn 
against the company. As robots become 
more human, emotions are implemented, 
abilities to react in conversation to the 
user's mood, people's emotional response 
to these robots increased first, and then 
suddenly decreased. People have high 
expectations of the chatbot when it 
communicates very similarly to human 
language. However, when a chatbot does 
not behave exactly like a real person, 
expectations are replaced by distrust. The 

question is who owns the information and 
what is the confidentiality of the chatbot in 
relation to customers, how confident are 
users that the information communicated 
between them and the chatbot will not be 
passed on and will not reach different parts 
[20]. If a chatbot makes a shopping list 
based on orders in previous requests and 
based on user preferences, does this 
information belong to the chatbot or user? 
Can this information be retrieved from the 
chatbot dialog, or can it be sold or passed on 
to others? If the answer is YES, then the 
user must be informed about this, know, and 
agree. Companies wishing to implement a 
chatbot must address these issues in the 
development, implementation, use of the 
chatbot and be transparent in 
communicating the conditions of service 
provision, in the privacy policy, and inform 
users, from the beginning, if they will 
converse. with a chatbot or a person. 
 
C). The ability to replace man 
However, a great challenge related to the 
chatbot is reflected in its ability to replace 
the man in the profession he practices. 
Researchers point out that all human jobs 
will be automated in 100 years and that 
there is a 50% chance that this will happen 
in the next half century [2]. Analysts and 
researchers argue that the highest efficiency 
in an area of activity is achieved when 
people and chatbots work together [1]. 
Chatbot is used to answer questions and 
quickly search a large database in a much 
more efficient way than a person, while 
people can retrieve from the chatbot when 
the situation becomes more complicated and 
a lot more documentation is needed of to 
give an answer. The user logs into the 
application and requests information from 
the chatbot. Through the initial interaction 
with customers, the chatbot records the 
information and the detailed content 
regarding the request, after which the 
information is transmitted to the most 
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qualified person in the company, using 
the skills, knowledge, and professional 
values according to his qualification, 
makes a decision on the answer to be 
sent. Research shows that technological 
advances in chatbots are reducing 
unemployment and increasing 
employment by creating jobs in new 
sectors [3]. In other words, the idea that 
AI leads to unemployment and a lack of 
jobs is being combated. In the future, 
chatbots will not take jobs from people 
but the man and the machine will work 
together, and complement each other to 
achieve maximum efficiency. Moreover, 
even though chatbots take over some of 
the human tasks and some of the jobs 
from people, the use of chatbots leads to 
a technological revolution that results in 
an increase in the employment rate of 
people in various fields. activity. 
Developers can design chatbot models 
that have a pleasant physical appearance 
and manners, movements that can be 
modified, language and dialect of speech 
that match the cultural environment, the 
way a user thinks and likes to 
communicate, including the race, 
ethnicity, social or economic 
environment in which he lives and works. 
This helps to establish relationships 
between chatbot users by contributing to 
a good understanding between them and 
an effective dialogue. 
 
D). Design biases 
Using the chatbot brings other ethical 
challenges. The appearance and behavior 
of the chatbot, the way it dialogues, the 
responses it offers to users attract design 
biases, such as: preference for racial or 
ethnic communication, background and 
information in racial or ethnic chatbots 
[23]. The chatbot knowledge base used 
to train machine learning algorithms and 
the way the chatbot generates responses 
to users suffer from even systematic 

errors or incorrect results in sending a 
chatbot message to the user. by privileging 
one group of users over other groups. This 
favoring is done from the datasets used to 
develop the chatbot conversation and may 
contain problems with missing data, 
misclassification, and measurement errors, 
small sample sizes used in determining 
datasets, and keywords resulting in 
underestimation and inaccurate predictions 
responses to users. Implementing the 
chatbot in different countries and cultures 
may suffer from these design shortcomings 
if technology companies do not take into 
account the demographic characteristics and 
specific needs of the target user groups. 
Thus, the developers of the chatbot must 
also take into account the prejudices and the 
way of thinking of the human groups for 
which they develop the chatbot when 
designing and testing the IT solution. It is 
necessary to include data from the target 
population and from different communities 
in a population that would suffer or could be 
affected by ambiguities, dysfunctions, 
irregularities in the design, testing, and 
implementation of these technologies. 
The chatbot works with a certain level of 
autonomy; it cannot be fully controlled in 
the way it acts and answers. There is a 
potential negative risk to people if the 
chatbot does not adequately address the 
conversation scenarios in which the 
implemented system detects potential or 
safe security risks. We can exemplify these 
statements if a person converses with a 
chatbot and during the dialogue they reveal 
that they have suicide plans and that they 
want to put them into practice [25]. Also, in 
such situations patients with mental illness, 
psychotic symptoms, cognitive disorders or 
other problems such as depression are 
included that make it difficult for the 
chatbot to find an answer, but also alter its 
knowledge base with negative information. 
In order to find solutions to the conversation 
and in the case of these problems mentioned 
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above, the developers of the chatbot must 
set the limit for the disclosure and 
disclosure of a user's personal data as 
well as the intended use of such data. The 
issue of a possible verification of users 
before they have access to the 
conversation with the chatbot is also 
discussed. As a precaution against users, 
the chatbot technology must be designed 
to automatically monitor the risks that 
may arise in the conversation, as well as 
the measures that the chatbot may take in 
the circumstances. Some IT solutions 
have been designed to meet these 
requirements as well. So when a situation 
like the one mentioned earlier appears in 
the conversation, the chatbot quickly 
displays help resources, such as a crisis 
line or an alarm announcing that 
something is wrong or someone urgently 
needs help. In these cases, competent and 
well-trained people should add dialogue 
procedures and additional information to 
allow even the user to be contacted and 
after the dialogue or chatbot can even 
make a recommendation for assistance 
for people who have used such 
expression. of negative words. 
 
E). Confidentiality 
Another ethical challenge is 
confidentiality [21]. When users use a 
chatbot, their personal data must not be 
disclosed without their consent. User 
privacy must be viewed with the utmost 
responsibility by people who develop, 
implement, and test chatbots because 
poor security of these solutions could 
harm users. The chatbot can collect large 
amounts of personal data when people 
talk to it. The possibility of storing this 
personal data and more sensitive 
information, such as those related to the 
health of users, their accounts, finances, 
e-mail addresses or online accounts, trips 
or stays by announcing them on social 
accounts thus so that it can be easily 

found when owners leave home and 
buildings are unattended, diminishes the 
confidentiality that a chatbot can provide to 
the user by posing serious problems of user 
security and more rigorous and careful 
design of robots because it can even affect 
security and the security of the robot, as well 
as the developer of the chatbot or the 
manager / owner of the company that uses 
the chatbot. 
 
F). Manipulating users perceptions  

of a particular issue 
Other ethical issues encountered in using 
chatbot-based conversations are reflected in 
the large amount of information it stores and 
on the basis of which the chatbot creates 
templates that provide additional 
intelligence to chatbot owners. Thus, they 
could program the chatbot to use this data in 
the process of manipulating users' 
perceptions of a particular problem. An 
example of manipulating users using the 
chatbot would be to evaluate products or 
services offered by the company by 
including in the knowledge base of the 
chatbot biased information that would favor 
the company by attracting customers but 
would disadvantage users by a mass 
misinformation and a misperception about 
poor quality products and services, but 
which are sold or perceived as having great 
value. This potential imbalance reflected in 
the informative power of the chatbot could 
increase the risk for users to interact with 
different companies through a chatbot. 
Another example of chatbot manipulation is 
political propaganda. In online policy 
research, the most widely used strategy in 
more than 38 countries is to develop 
political robots or automated accounts 
designed to mimic human behavior [15]. 
These robots were specially designed for the 
use of social manipulation techniques by 
spreading false news, political propaganda 
made during elections in different countries, 
forming and spreading a false popularity of 
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a personality in social life, spreading 
stories that denigrate certain people in 
favor of others, giving political support 
to people who want to reach high 
positions without regard to ethical values 
and fairness. 
 
G). The credibility of the chatbot 

among users 
We also consider the fact that the chatbot 
is not a moral and independent agent, it 
does not have the capacity to make moral 
reasoning, to divide the information 
received into positive and negative, and 
to direct to the user only those data that it 
considers beneficial [5]. Depending on 
the information stored in the database 
and on the conversations with users, and 
customer experiences, the chatbot forms 
communication models memorizing the 
way you want to talk and the type 
messages you need to send to users. The 
chatbot can improve its customer 
experience and customer interactions 
based on the data collected by providing 
personalized messages tailored to users' 
needs based on sets of information 
collected during human-chatbot 
conversations. However, the chatbot 
cannot have human qualities such as: 
judgment, empathy, discretion, it will not 
be able to secure this information and 
will not be able to keep it secret from 
other users by disclosing the data 
collected to all customers. The chatbot 
makes decisions but does not make 
judgments. Its decisions are based on 
algorithms included in ways that benefit 
the business owner or chatbot developer. 
There are also cases where the chatbot 
risks spreading rumors or misinformation 
or may even verbally attack people who 
post personal thoughts and opinions in 
messages [4]. The chatbot must include 
protection against the types of people 
who use obscene language. One solution 
to these cases would be to apply rules 

when the chatbot identifies these negative 
forms of expression and exclude people 
from the conversation, followed by a final 
sanction - closing the user's account. 
Many models of chatbots imitate man in 
both communication and physical 
appearance. We notice a spectacular 
evolution of the chatbot so that closer and 
closer to man is possible. The chatbot 
imitates man, even though it has nothing 
human in it. The credibility of the chatbot in 
front of a large number of users also 
depends on how the chatbot manages to 
promote and encourage human-robot 
dialogue by attracting potential interlocutors 
through secure messages, which include 
correct and desired information by users, 
through the trust gained in interactions 
achieved by reducing or minimizing 
people's perceptions of the risks of using the 
chatbot in conversations, by transmitting 
personal data to robots. The messages of the 
chatbot must be correct, without mistakes in 
written or verbal expression, without words 
not understood by the user, aspects that 
could affect the human-robot conversational 
relationship [14]. Studies show that not 
taking into account the form of the message, 
the way the chatbot communicates with 
users through clear and precise statements 
said or written correctly and with direct 
address to the meaning of words in the 
statements expressed, can lead to ambiguity 
in expression and loss of credibility. [10]. 
Approaching a proper, pleasant, and 
balanced tone diminishes the possibility of 
having a tiring or unpleasant conversation. 
Conversation patterns in the chatbot's 
knowledge base must also include 
information from real facts by which the 
chatbot gives assurances in the conversation 
that the data received is correct, secure, and 
there is no room for misinterpretation. 
Chatbot developers and companies that 
want to implement a chatbot must include 
in the chatbot approach how to classify the 
different types of conversations according to 
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different purposes, this refers to the 
percentage of meeting the company's 
objectives, to the degree of user 
satisfaction, and to the kind of 
conversational interaction relationships. 
Four types of chatbot scheduling 
conversations have been identified [14]: 
- the first type of conversations 

includes: statements that show 
initiative and use forms of expression 
such as: “I will do…”, “I have to 
do…”, “I will solve…”; statements 
that show requests and use forms of 
expression such as: “You will 
approve…”, “You will request…”; 
statements that show promise and 
use forms of expression such as: 
“We will bring…”, “We will 
achieve…”, “We will integrate…”, 
“We will benefit…” which focus 
users' attention on what could be 
achieved in the future or what should 
be done. 

- the second type of conversation 
includes statements used to 
understand the message and helps the 
chatbot find the right meaning of a 
request or problem. In these 
conversations, evidence is given, 
hypotheses are made, and 
information is examined; additional 
data are requested to help formulate 
a correct and clear statement; users' 
emotions and feelings are researched 
and used; the beliefs and habits of 
those are observed and analyzed. 
interrogated. 

- the third type of conversation 
includes statements used for 
performance using a multitude of 
exhortations to action, requests, and 
promises that interact in order to 
achieve the desired result. 

- the fourth type of conversation 
includes statements used for closing 
using forms of communication that 
direct the user to the end of the task, 
the chatbot ensuring that all 
participants in the conversational 
interaction will give positive feedback 

and be satisfied with the way the dialogue 
went. 

3. Solutions to current ethical issues 
While people have the opportunity to be 
helped by the chatbot when addressing new 
areas of activity and new services 
worldwide, chatbot developers need to think 
responsibly about the security, dignity, and 
respect that users must constantly maintain 
to ensure the ethical use and application of 
technology. One solution by which we can 
address and come up with solutions to the 
current ethical challenges associated with 
using chatbots is to review or think about 
and develop new codes and principles of 
professional ethics and practical guidelines 
to assist in the process of communication 
between people. Many codes of ethics and 
practical guidelines in various fields of 
activity do not address the use of 
technologies that replace people, namely 
chatbots. Another solution that I find 
appropriate and that would bring immediate 
solutions to these problems is to set up 
working groups at the international level to 
review existing principles and ethical 
guidelines with concrete reports on 
situations that arise and that disrupt the 
smooth running of communication and even 
making recommendations to ensure the 
ethical use of AI-based tools, including 
chatbots. 
Discrepancies may arise in the 
relationships and conversations between 
users and the chatbot in the sense that the 
chatbot developer has more information 
about the services it provides or the 
information it wants to provide to the 
chatbot users [7]. Here are two ethical 
issues: a problem of selection and 
collaboration [6] that occurs when the user 
cannot know and assess all the skills, 
knowledge, and information of the person 
with whom he is in dialogue and who gives 
him answers to questions leading to a 
certain situation resolution; the second 
ethical issue is that the information 
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transmitted by the chatbot affects users' 
perceptions of the quality of a product or 
service [8]. Based on the research and 
documentation, we have identified 
possible solutions to solve these 
problems: 
- achieving a clear and precise 

information of the user before 
solving a task or reaching a stable 
conclusion by carrying out with 
priority a private exchange of 
information with details about the 
requested product / service requested 
/ necessary information / customer 
need. This private exchange of 
information must involve both 
parties - the user and the chatbot - in 
a responsible and useful interaction 
for both parties. 

- achieving and developing a 
communicative and conversational 
direction that promotes a common 
culture based on meanings and 
meanings of situations / events / 
circumstances discussed or may 
occur in conversations to avoid 
misunderstanding messages and 
failing to achieve dialogue 
objectives. 

- the development of a communication 
in which the user is put first, to be 
satisfied with the way he is informed 
and the quality of the information 
received, as well as the promotion of 
a system through which the user can 
provide feedback for how the chatbot 
found quickly and effective response 
to the requested problem. 

Studies based on users' conversation with 
the chatbot show that IT solutions that 
have implemented a chatbot for 
conversation are required to reveal their 
identity immediately and present 
themselves from the beginning of the 
dialogue so that users can clearly 
understand whether they are talking to a 
robot or with one person. Finding out the 

identity of the information agent helps to 
stimulate the conversation so that one 
moves to a position of dialogue made on an 
equal footing, to a respectful and sincere 
listening on both sides [9]. Given all the 
above, I think it would be helpful if the 
chatbot revealed its identity from the 
beginning of the conversation with the user 
by making a statement similar to it: “Hello! I 
am Ioana chatbot and I'll try to find an 
answer to your problem. How can I help 
you?" 
Chatbot developers must include specific 
mental models in its knowledge base to 
understand the messages through which 
meanings are interpreted and assigned 
meanings to the reality about which they 
dialogue [10]. These models help the 
chatbot process information by sending 
messages about how the world works, 
reports on human values and beliefs, 
psychological dispositions related to 
emotions a person goes through or feels, 
and interpretations of original messages 
based on similar words. used in previous 
expressions. The social and cultural context 
of chatbot users influences the conversation 
through the personal opinions of registered 
chatbot users through cooperation between 
users in order to achieve a goal or find a 
solution [11]. 
Studies and research that discuss the 
ethical issues of communicating with 
chatbots also talk about the need to 
immediately declare the purpose of the 
conversation and about communicating the 
intention of the chatbot in the dialogue with 
the user [12]. There are two intentions in 
users' conversations with the chatbot: 
- the operational intention is 

characterized by the chatbot's use of a 
pleasant, low, understanding, 
conciliatory tone, by using words of 
understanding, apology, thanks, balance 
in conversation. For example: "I'm glad 
to hear this", "Greetings on this 
beautiful day!", "I'm glad to meet you", 



64 Challenges and Ethical Solutions in Using the Chatbot 

 

"Thank you for your help". The 
operational intention also consists in 
sending the user some informative 
materials to help him find an answer 
to the problem for which he used the 
chatbot, such as: graphics, links, 
emails, reports, diagrams, tables 
[14]. 

- the strategic intention is characterized 
by the orientation of the questions and 
the direction of the answers in order to 
collect new data, ideas that have not 
been discussed so far, and different 
perspectives to address issues 
discussed by users. In this case, the 
tone used by the chatbot is completely 
different, being provocative, insistent, 
insistent, with the use in expression of 
statements that represent questions 
based on which new information can 
be discovered and collected. For 
example: "What do you want to 
know?", "What do you mean?", "What 
do you intend to achieve?", "Why are 
you interested in this information?", 
"What is the use of the information 
found?" [13]. 

Other studies that discuss the ethical 
issues of communicating with chatbots 
talk about three sets of questions that 
should be included in the development 
of chatbot conversations: 
- the first set of questions must be asked 

before a user has access to public 
conversations and contains mental 
patterns, objectives, and intentions of 
users. The chatbot asks questions at the 
beginning of the interaction with a new 
user, the dialogue taking place only 
between the chatbot and this user. Thus, 
the chatbot can discover the mental models 
of the users and could frame the type of 
conversation in a certain model that 
corresponds or does not correspond to the 
conversation ethics [10]. These questions 
and answers should not be included in the 
knowledge base of the chatbot, they have 
the role of identifying and classifying the 

conversation and the user's intention, and 
based on them the user has access to the 
account or is not allowed access because the 
intention contravenes ethical norms of 
conversation. By analyzing the initial and 
individual chatbot- user conversation, the main 
task of the chatbot is to find out the 
information about the user, his role in possible 
conversations, the goals of the conversation, 
intentions, and results expected by the user. 
None of the parties involved in the 
conversation should be considered only a 
source of information, but a discussion partner 
from which each party has something to gain 
and both partners are responsible and 
accountable for the information given. 

- the second set of questions contains 
ethical principles and norms extracted from the 
developer from the ethical conversation 
literature. These questions help increase the 
chatbot's credibility and find answers to the 
ethical challenges the chatbot faces in dialogue 
with users. The second set of questions is 
asked by the chatbot users in order to find out 
if they want to address a broader topic in the 
conversation or want to focus on an issue. In 
forming messages, the chatbot will take into 
account both the unique contribution of each 
user, as each person thinks differently about 
solving a problem, and the statements and 
thinking of a group of people who have a 
greater share in the use of different patterns. 
conversation. Identifying these conversation 
patterns aims to avoid possible conversations 
with unethical, negative content that would 
affect users' trust in other users and even users' 
trust in the chatbot. Studies show that users' 
trust in other users and in the chatbot can be 
created through a process of discovery through 
dialogue with others and the quality of the 
dialogue [17]. The quality of dialogue can be 
improved by the developer by including in the 
way the chatbot expresses empathic 
statements, with understandable and pleasant 
forms of addressing, attractive to users, or with 
statements in which the chatbot expresses its 
agreement or disagreement for a form of 
communication or a topic of conversation [24]. 

- the third set of questions contains 
conversation rules that must be made 
known to users by the chatbot from the 
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beginning of a conversation. Studies 
show that the way a conversation will 
take place, as well as its content, has a 
lot to do with the social and cultural 
environment from which the users 
come. The third set of questions helps 
developers achieve security and privacy 
for chatbot - users. Developing a 
conversation based on ethical rules and 
regulations allows the developer to 
implement an IT solution in which the 
chatbot can find ideas and solutions to 
share with users. At the same time, 
users feel free to dialogue with each 
other or with the chatbot, but have the 
obligation to follow ethical rules and 
regulations in order to use the 
application [18]. 

 
4. Conclusion 
In this paper we talked about chatbot, its 
need and usefulness in various industries, 
we addressed issues related to ethics and 
ethical challenges that developers and 
users of smart solutions constantly face, 
we found solutions to some of these 
challenges. The research activity is based 
on the multitude of:  
- studies; 
- articles; 
- journals; 
- books; 
- courses; 
- tutorials. 
The results of these studies concluded in a 
number for arguments of the need and 
usefulness of business ethics, in the use 
of chatbots in different sectors of activity 
through individual and collective 
responsibility, by applying ethical norms 
and rules and by the ethical approach of 
each problem in solving work tasks. 
The introduction presents the usefulness 
and necessity of the chatbot and the 
need for customization in the 
construction of a chatbot so that it 
fulfills particular tasks depending on 

the needs of the company, employees, 
depending on the needs of the market, and 
the company's objectives. Also, here we 
talk about a series of ethical challenges 
that arise as society evolves and the degree 
of use of these applications increases. 
These challenges are different and present 
for both the developer and the users of the 
chatbot, which can be overcome, and 
solutions can be found to improve or solve 
all problems through personalized, 
different approaches, depending on the 
social and cultural environment in which 
come from users, from the 
communication models implemented in 
the knowledge base of the chatbot and on 
the basis of which it formulates answers to 
users, from the observance of ethical 
norms and rules in the development and 
implementation of the chatbot, in the 
conversational process between users or 
between users and chatbot. 
In Section II, Ethical Challenges in 
Chatbot Use, we have listed and developed 
some of the ethical challenges that arise in 
using chatbots, giving concrete examples of 
situations in which these problems have 
manifested and constantly coming up with 
examples. of studies from which we 
learned the concrete situations or 
information about the problem. 
In Section III, Solutions to Current Ethical 
Problems, we have gathered solutions and 
ideas that can be successfully applied by 
always referring to the accessed study or 
the article / paper studied. 
The research topic on ethical challenges 
related to the use of chatbots in 
conversation is a topical issue, which meets 
the needs of solving situations in which 
unethical, aggressive conversations, verbal 
violence, ethnic / racial discrimination are 
manifested in user conversations, and 
permanent adherence to norms and 
principles, to ethical values and rules 
becomes a necessity. The ethical approach 
also applies to the chatbot, which stores a 
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large amount of data, including 
personal data. For this data that does 
not remain in the system and is not 
used only by the person who 
transmitted the personal data to the 
chatbot, there is the issue of 
confidentiality and security of this data 
that becomes known by all users of the 
application. 
As society evolves and with it, 
technology and science, new ethical 
challenges arise that can be improved 
or resolved by laws that give direct 
applicability to ethical norms and rules by 
sanctioning institutions / people who 
break the rules. These challenges can also 
be solved by constantly reporting each 
individual / community to the norms, 
rules, and ethical principles, and by the 
deliberate adoption by each person of an 
ethical behavior and attitude in any 
circumstance. 
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