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This paper aims to bring contributions in data loading and data querying using products from 
the Apache Hadoop ecosystem. Currently, we talk about Big Data at up to zettabytes scale 
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Introduction 
Contributing to this growth in data 
volume are people interacting with 

different applications as computerization 
is incorporated in many appliances such 
as watches, sport belts, cars, airplanes or 
even in fridges and toasters. This lead to 
the expansion of Internet of Things (IoT). 
As shown in [2] The Internet of Things, 
also called the Internet of Everything or 
the Industrial Internet, is a new 
technology paradigm envisioned as a 
global network of machines and devices 
capable of interacting with each other. 
The real value of the IoT for enterprises 
can be fully realized when connected 
devices are able to communicate with 
each other and integrate with vendor-
managed inventory systems, customer 
support systems, business intelligence 
applications, and business analytics. In 
[3] it’s shown that by 2020 there will be 
26 billion devices communicating in IoT. 
The classical characteristics of Big Data 
are volume, velocity, and variety as 
discussed in many works such as [1] or 
[6].  As shown in [4] although the three 
Vs are used to define and differentiate 
consumer Big Data from large-scale data 
sets, two more Vs are critical in 
collecting, analyzing, and extracting 
insights from Big Data: veracity and 
value. These two Vs underline the 
importance of data quality and 
usefulness. Summarizing, in [4] it’s 
shown that compared to traditional data, 
the features of big data can be 
characterized by five Vs, namely, huge 

Volume, high Velocity, high Variety, low 
Veracity, and high Value. The authors argue 
that the real challenges are not only in the 
vast amount of data but center around the 
diversified data types (Variety), timely 
response requirements (Velocity), and 
uncertainties in the data (Veracity).  
Not all data is accurate so particular 
attention must be given to eliminating 
faulted or irrelevant data so real value can be 
extracted from relevant data. Also, valuable 
insights can be missed when data is 
simplified so it can fit a model. 
By the means of advanced statistical 
modeling, optimization techniques, and data 
mining, organizations have at hand the right 
solutions to quickly mine for value in their 
data, being it structured, semi-structured or 
unstructured. 
Modern visualization models work well with 
Big Data approaches. Chord diagrams that 
can show directed relationships among a 
group of entities, Voronoi diagrams can be 
used to display the most similar objects and 
Parallel Sets to exhibit intuitively and 
explore multi-dimensional categorical data. 
 
2. Big Data in different areas 
It’s a field that started with the web search 
industry, but it’s now touching various 
industries that are using devices which are 
generating logs (cars, airplanes, buildings, 
wearable devices, medical devices even 
home appliances) or that store digitalized 
records of people or companies 
(governments, insurance companies, banks, 
stock markets).  
Big Data it’s with no doubt an area that 
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raises a lot of eyebrows in regards to 
privacy, but it’s a field that cannot be 
ignored and that is already shaping our 
future. Hidden in large volumes of data 
are valuable information, patterns, which 
in the past could be harder identified and 
understood because of the resources 
needed to extract them by running 
sophisticated machine learning 
algorithms. More and more firms attempt 
to obtain relevant data using modern 
techniques such as speech analytics tools 
on top of more “classical” approaches 
such as social media mining or tracking 
viewing or purchasing habits. In some 
cases, there is also access to geographical 
data that shows the movement of a 
particular customer. Based on these 
multitude of data, some businesses try to 
predict what the level of income of a 
client is, what are his TV viewing 
preferences, what is the best holiday 
destination for a family or even if they 
are expecting a new member in the 
family. Big Data also enables a better 
dynamic prices policies in a multitude of 
areas such as the hospitality industry. In 
[13] the authors discuss how large 
volumes of data can be used in 
developing climate and energy targets 
and in [14] how data mining techniques 
can be utilized in the analysis of KPIs. 
Big Data techniques are being used in 
universities for a better understanding of 
a student’s profile, identifying patterns to 
predict and guide the student’s academic 
performance, plagiarism detection and 
attracting new students. Using admission 
data and clustering algorithms (e.g. k-
means), we can identify patterns in the 
way students choose faculties and 
specializations. 

Infrastructure 
As shown in [6] and [7] Big data is data too 
big to be handled and analyzed by 
traditional database protocols such as SQL. 
Many enterprises and institutions are storing 
data into HDFS and expect to be able to 
process it in many ways (data mining, real-
time SQL type querying, batch processing 
with or without machine learning 
algorithms, etc.). As shown in [8] HDFS is a 
distributed file system designed to run on 
large clusters of commodity hardware based 
on Google File System (GFS) usually 
dedicated to batch processing. 
Originally used for web search index 
MapReduce is the primary programming 
model and associated implementation for 
processing and generating large datasets. As 
shown in [9], in this model the users specify 
the computation in terms of a map and a 
reduce function, and the underlying runtime 
system automatically parallelizes the 
computation across large-scale clusters of 
machines, handles machine failures, and 
schedules inter-machine communication to 
make efficient use of the network and disks. 
As shown in [10], until recently MapReduce 
was the only programming model in 
Hadoop. But in 2012 the Hadoop v2.0 was 
released as a beta version and the YARN 
resource manager was introduced so that 
now MapReduce is just one framework that 
can execute under a YARN-managed cluster 
(Figure 1). The different parallel computing 
frameworks and paradigms that can be 
implemented using Hadoop YARN are 
encouraged, on the infrastructure side by the 
faster networks and internet connections, 
more and more cores on a CPU, larger 
memories and faster storage using SSD. 
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Fig. 5. Hadoop Yarn Architecture, source: adaptation from [15] 

 
The different parallel computing 
frameworks and paradigms that can be 
implemented using Hadoop YARN are 
encouraged, on the infrastructure side by 
the faster networks and internet 
connections, more and more cores on a 
CPU, larger memories and faster storage 
using SSD. 
 
3. Loading data 
Sqoop is an open source Apache project 
and it is designed to transfer data between 
Apache Hadoop and other data stores such 
as relational databases. It has various 
connectors that can be used with most 
database and data warehousing systems. In 

Figure 2 it’s shown how an import or 
export command is being processed. 
We loaded data from the products table 
stored in MySQL to Hive using this 
command: 
 
% sqoop import --connect 
jdbc:mysql://localhost/world  --username 
sqoop --password sqoop --table 
exchange_rates  -m 1 --target-dir 
/user/hdfs/sqoop-mysql-
import/exchange_rates 
 
The actual data loading is done using map 
and reduce tasks as shown in Figure 3.

 

 
Fig. 6. Apache Sqoop, source: http://hortonworks.com/hadoop/sqoop/ 
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Fig. 7. Loading data with Apache Sqoop 

 
4. Querying data in Hive 
As shown in [11] Hive is an open-source 
data warehousing solution built on top of 
Hadoop. Data in Hive is organized in 
Tables, Partitions and Buckets. It supports 
primitive data types, nestable collection 
types and user defined types. Most 
important, it implements an SQL type 
querying language: HiveQL. 
As shown in [12], Apache Tez is an 
extensible and scalable framework that 
improves the MapReduce paradigm by 
dramatically improving its speed. It’s used 
by Apache Hive, Apache and by third 
party data access applications developed. It 
enables data access applications to work 
with petabytes of data over thousands of 

nodes. The Apache Tez component library 
allows developers to create Hadoop 
applications that integrate natively with 
Apache Hadoop YARN and perform well 
within mixed workload clusters. 
Vectorization is a feature is used that 
fetches 1000 rows so the processing speed 
can be up to 3X faster with the same CPU 
time.  
After we had loaded the data with Sqoop 
we tried to optimize the processing time 
using Tez, Query Vectorization and CBO. 
We can use the SQL describe command to 
see the structure of the table that was 
imported as shown in Figure 4. 
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Fig. 4. The exchange_rates table 

 
We will run the same query using different 
optimization techniques: 
 
hive> set hive.execution.engine=mr; 
hive> select substr(exchange_data,-4), 
avg(euro_lei_cursz_eur),avg(euro_lei_cur
sz_eur/dolarsua_lei_cursz_usd) from 

exchange_rates group by  
substr(exchange_data,-4); 
 
Running with MapReduce it takes 39.072 
seconds on a single node cluster as shown 
in Figure 5.  
 

 

 
Fig. 5. Running the query with MapReduce 

 
Tez activation can be done in Hive with 
the following command: 
 
hive> set hive.execution.engine=tez; 
 
Running the same query takes at first run 

with Tez 24.826 seconds. As shown in 
Figure 5, if we run the query again in the 
same session it takes only 12.796 seconds 
to complete because it uses the hot 
containers previously produced. 
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Fig. 5. Running the query with Tez 

 
To use query vectorization we need to 
create another table: 
 
hive> create table exchange_rates_orc 
stored as orc as select * from 
exchange_rates; 
hive>set 
hive.vectorized.execution.enabled; 
The query is run using the new table: 
select substr(exchange_data,-4), 
avg(euro_lei_cursz_eur),avg(euro_lei_cur
sz_eur/dolarsua_lei_cursz_usd) from 
exchange_rates_orc group by  
substr(exchange_data,-4); 
 
The query time is now of only 10.192 
seconds. 
Going one step further we can use stats and 
cost based optimization (CBO) running the 
following commands: 
 
hive> analyze table exchange_rates 
compute statistics; 
hive> analyze table exchange_rates 
compute statistics for columns 
euro_lei_cursz_eur, 
dolarsua_lei_cursz_usd; 
hive> set 
hive.compute.query.using.stats=true; 
hive> set 
hive.stats.fetch.partition.stats=false; 
hive> set hive.cbo.enable=true; 

hive> set 
hive.stats.fetch.column.stats=true; 
 
The query time is of 10.098 seconds. Even 
better gains can be obtained if we use a 
much larger dataset than the one we are 
working with. 
 
Conclusions 
In this paper, we discussed the main 
characteristics of Big Data and we 
analyzed how data can be imported from 
relational databases. We also discussed 
several approaches to optimize parallel 
data loading and querying by using 
multiple mappers, Tez, query vectorization 
and CBO. 
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