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The paper focuses on BI techniques and especially data mining algorithms that can support 
and improve the decision making process, with applications within the financial sector. We 
consider the data mining techniques to be more efficient and thus we applied several 
techniques, supervised and unsupervised learning algorithms The case study in which these 
algorithms have been implemented regards the activity of a banking institution, with focus on 
the management of lending activities. 
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Introduction 
Business Intelligence refers to 
information systems for identifying, 

extracting and analyzing data available in 
enterprise systems whose purpose is to 
provide real support for business 
decisions [1]. 
[2] identifies a various number of BI 
techniques such as: predictive modelling 
through which we can predict value for a 
specific data item attribute; 
characterization and descriptive data 
mining used for data distribution, 
dispersion and exception; classification, 
used to determine to which class a data 
item belongs;  clustering and outlier 
analysis which partitions a set into 
classes, whereby items with similar 
characteristics are grouped together; 
OLAP (OnLine Analytical Processing) 
with tools that enable users to analyze 
different dimensions of multidimensional 
data (for example, it provides time series 
and trend analysis views). Other 
techniques we can mention are 
Association, correlation, causality 
analysis (Link Analysis), Temporal and 
sequential patterns analysis, Model 
Visualization, Exploratory Data Analysis 
(EDA). 
Machine learning can offer a set of tools 
that could be useful in summarizing 
various types of unliniar connections 
between data. [3] 

A new concept that is quickly making its 
way in the knowledge management efforts is 
the use of Big Data. As mentioned in [4] Big 
Data found its way quickly in online 
shopping. For example we can identify the 
behavior of each customer, even by 
correlating his logins with IP addresses for 
tracking views when he is not authenticated. 
With the help of such analyses we can 
identify the products or the class of products 
that even though are being viewed and/or 
added to the cart they aren’t eventually 
bought as much as other products. 
There are almost unlimited options for using 
BI techniques to support the decision 
process in any type of business, from energy 
power plants to financial institutions.  
In our research, the knowledge discovered 
by applying data mining techniques will 
enable representatives of a financial 
institution to asses the lending activity of the 
institution. The solution we are presenting in 
this paper represents a case study whose aim 
is to develop an integrated solution which 
automates the sales processes of a banking 
institution, with focus on the management of 
lending activities. 
 
2. Algorithms used for determining the 
likelihood of contracting the loan 
In order to implement the functionalities 
regarding the decisions to grant or reject 
loan applications it is necessary to develope 
performant algorithms to determine the 
values of the pre-scoring and scoring 
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processes,  to estimate the probability of 
granting the loan and to determine the 
maximum threshold for the amount 
awarded. 
The objectives are: 
 creating a scoring model, which 

contains characteristics that are 
relevant and have impact on lending 
decision as well as financial 
information, the relationship with 
the bank, areas of interest; 

 creating a predictive model which is 
based on data mining techniques 

such as logistic regression, the Naïve 
Bayes classifier and the Support 
Vector Machines algorithm; 

 data analysis through clustering 
methods in order to obtain a profile of 
the customer. 

The algorithms will take into account the 
financial indicators and socio-demographic 
data that characterize a customer and include 
the following: 

 
Table 1. Financial and socio-demographic indicators related to customers 

Attribute name Variable 
type 

Explanation 

CNP Varchar2 Identity number used to identify customers 
ID_CERERE Varchar2 Loan application ID 
ID_PRODUS Varchar2 Loan product ID 
NUME_CLIENT Varchar2 Client’s name and surname 
PROFESIA Varchar2 Client’s profession  
SEX Varchar2 Genul persoanei (feminin/masculin) 
MONEDA Varchar2 Currency in which the loan is requested. 

(RON, EUR, USD) 
GARANTIEVALOARE Number Total value of collaterals offered by the client. 
VALOARE_ESTIMATA_BUNURI Number Total value of assests owned by the client 
VENIT_ANUAL_RON Number Total annual income 
SUMA_INDATORARE_RON Number Total amount of debt 
DATA_CERERE Date Date of the lending application.   
VARSTA Number Client’s age 
CATEGORIE Varchar2 Type of credit.  
DESCRIERE Varchar2 Description of the requested loan.  
PRESCORING/SCORING Number Value of calculated scor after applying the 

scoring algorithm (maximum 100) 
SUMA_DEPOZIT Number Total amount of deposits owned by the client.  
FIDELITATE Number Customer history relationship with the bank (0 

- client without historical relationship with the 
bank, 1 - client with other products such as 
current account and / or other loans 2 - client 
with products including deposit) 

STARE_CIVILA Varchar2 Customer status (unmarried , married , 
divorced, widow) 

SUMA_SOLICITATA Number The loan amount requested by the client 

 
The algorithm is based on data mining 
techniques with supervised learning 
mechanism (classification algorithms 
using Bayes classifier, regression 
algorithms, significant attributes 
identification) and unsupervised learning 

mechanism (clustering). The following 
algorithms have been used 
 Naïve Bayes classification algorithm is 

a supervised learning technique which 
enables the relationship between each 
independent variable and the 
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dependent variable, by calculating a 
conditional probability for each of 
these relationships [5]. Thus the 
prediction is achieved by 
determining the effects of 
independent variables on the 
dependent variable 

 The SVM method allows binary 
classification and is based on the 
structural risk minimization 
principle. The algorithm involves 
the following steps [6] separating 
classes using linear programming to 
obtain linear and nonlinear patterns 
of discrimination between data 
points; determining overlapping 
classes; application of kernel 
techniques to eliminate 
nonlinearity; determining the 
optimal solution. 

 Regression is a method for 
determining the relationship 
between a dependent variable Y 
(response type variable) and one or 
more independent variables X1, ..., 
Xn (predictors or explanatory 
variables). Regression allows the 
determination of Y variation when 
the independent variables Xi values 
change. A value or range of values 
of the dependent variable for certain 
values of the independent variables 
can be estimated 

 Determining significant attributes 
(Attribute Importance) is a method 
that is based on the "Minimum 
Description Length" (MDL) 
algorithm to classify a set of 
attributes depending on their 
usefulness in making predictions. 
This method significantly reduces 
the time and resources necessary in 
the calculation of prediction models 
by selecting a subset of meaningful 
attributes through the elimination of 
redundant, irrelevant or informal 
attributes and identification og 

those attributes useful in making 
predictions. 

 Clustering is a method of determining 
the similarities and dissimilarities 
between elements of a set, in order to 
group them into distinct and 
homogeneous classes. The method 
involves a classification with 
unsupervised learning, in which it is 
not a priori known either the number 
of possible classes or the inclusion of 
objects in certain classes 

The Naïve Bayes and SVM classification 
algorithms will be applied to determin the 
likelihood of contracting a credit, regression 
to determine the maximum amount that can 
be awarded based on the financial situation 
of clients and clustering will be used for 
grouping customers into clusters 
representing financial and socio-
demographic profile thereof. 

 
3. The analysis and reporting module  
In the initial phase we identified two 
specific reporting requirements: an 
operational level of reporting that regards 
current lending applications and a tactical 
reporting level, which refers to the analysis 
of activity on a higher level in various areas, 
territories, sales agents, and product 
categories, types and groups of customers 
In this regard two reporting modules are 
required. A module within the operating 
system, which will be built along with the 
process management application and a 
multidimensional analysis module will be 
based on a Data Mart that could be 
integrated with existing decision support 
system within the organization. 
For designing the data mart it is necessary to 
identify objects of type: sizes, hierarchies, 
tables facts, mappings, this being modeled 
using UML stereotypes presented in Table 
2. 
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Table 2. Stereotypes defined for multidimensional modeling 
Object Stereotype Meaning 
Class <<Dimensiune>> Dimension class 
Class <<Tabela_Fapte>> Facts class 

Attribute <<O_ID>> Identifying attribute  
Attribute <<O_DESC>> Descriptive attribute  
Attribute <<ID_Parinte>> Parent attribute (dimension class) 
Attribute <<Atrib_Dim>> Attribute (dimension class)  
Attribute <<Masura_Baza>> Measure attribute (facts class) 

Attribute <<Masura_Derivată >> Calculated attribute (facts class) 

 
For multidimensional analysis the 
following entities are designed: 
 Clienti dimension with information 

regarding name, status, sex, adress, 
county, group and client type; 

 Zone dimension with information 
regarding the unit, region and area; 

 Produse dimension, with 
information on the name, category 
and type of product, associated fees 
and amount limits; 

 Utilizatori dimension, with 
information on salespeople, managers 
and their roles; 

 Cereri facts table, in which the data in 
the loand application is summarized; 

 Punctaj_scoring facts table, in which 
the scorecards obtained on the basis of 
loan applications are mantained. 

The class diagram for the multidimensionl 
objects is shown in Figure 1. 

 

 
Fig. 1. Class Diagram for the Data Mart 
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The objects of the multidimensional 
model can interconnect with the objects  
of the organizational data warehouse 
through XSD schemas. 
 
4 Implementing the Data Mining 
algorithms 
The full implementation of the system 
involves the realization of the prescoring 
/ scoring algorithm  used to calculate 
scores for each loan applications, 
implementing data mining algorithms to 
determine the likelihood of contracting a 
loan, the maximum amount that can be 

granted and grouping customers in clusters 
based on their financial and socio-
demografic profile and building a data mart 
that can be used for multivariate analysis of 
the lending activity. 

In the next section of the paper we will 
present how we implemented the Data 
Mining algorithms to determine the 
likelihood of contracting a loan. 
We applied the algorithm for determining 
the important attributes and determine the 
maximum amount that can be awarded as 
shown in Figure 2.  

 

 
 

Fig. 2. The determination of significant attributes for the maximum amount  
that can be awarded to a client 

 
We can observe from the analysis results 
that to determine the maximum amount 
that can be awarded to a particular 
customer, the attributes with the highest 
degree of relevance are: annual income, 
the total amount of debt, the total value of 
goods held by the client, the guarantees 
provided for the loan, profession, age, 
marital status, amount in the customer’s 
deposits, if they exists, loyalty to the 
bank, prescoring/scoring value. These 
attributes will be used in the regression 

model that will determine the maximum 
allowable amount for lending. 
 
5. Determining the lending likelihood 
Next we determined the likelihood of 
granting the loan through two classification 
methods: Naive Bays and SVM. The target 
attribute is the probability of granting the 
loan with values 0/1, where 0 - loan is given 
1 - no loan is given. After selecting the 
relevant attributes that are used in the 
algorithms and implementing the 
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corresponding steps it is observed that 
models have a high accuracy of 94.71% 

and 94.34% for Naive Bays for SVM 
(Figure 3). 
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To analyze the accuracy of the algorithm 
we analyzed a series of values that 
characterize the determination of the 
dependent attributes. Such a set of values 
is represented by the LIFT matrix which 
represents the learning rate of the model. 

From the graph in Figure 4 we can observe a 
high rate of learning the model in the first 
three quintiles. Basically, the matrix is the 
ratio between the percentage of correct 
classification carried out and the percentage 
of real positive model classifications. 
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