Retrieving Targeted Results from a Static File Repository using a Keyword matching Mechanism relying on a Cluster-based Algorithm
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Due to the fact that the web based solutions designed for learning contain, among the compulsory functions, the uploading of didactic materials of the person doing the examining (on a regular basis this being the professor) and the possibility of accessing these by the examinee (on a regular basis this being the student), within this paper we have chosen to set the goal of finding a resolution that will enable the access of content relevant to the person being examined. Hereby we have suggested a prototype which will capacitate the singling out and grouping of documents depending on the keywords, which will be followed by a visual search depending on the distance between two documents, by the recurrence of the closest k documents to the one being the element of interest – reaching the optimal alternative in case of a performance oriented point of view. The algorithm needed for the extraction of this data is presented within the paper. An optimization model is proposed in order to reduce the time consuming component in regards to the minimization of differences in the quality of the documents resulted in the automatic search using a k Nearest Neighbour grid search engine.
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1 Introduction

The places and faces of information have changed in dramatic ways since the birth of the Web. Over the past ten years, library-based research has been replaced by web-based research, just as libraries have shifted from book and journal repositories to learning commons and large-scale computer labs. Also, the rapid growth of information on the Web has clearly had major implications for the ways students identify the need for, locate, evaluate, use, and create information. The evolution of the Web, particularly the maturation of search engines and development of Web 2.0 technologies, has forever changed the information landscape. [1]

Adopting advanced forms of information dissemination and information technology solutions has been the main driving force of vigorous development of e-learning. Nowadays, the popularization and application of Internet provides a broad implementation space to distance education. From the point of view of development process of information technology, each step of Internet will bring new impact and positive effect to distance education model. [2]

Introducing these as a starting point, we have developed an algorithm for automatic generation of documents’ keywords and a framework for determining the first k documents similar in terms of keywords to a given input document using an optimized searching algorithm based on k Nearest Neighbour algorithm with an integration of space reduction.

In chapter 2 there is presented the e-learning application and the general activities flow. There is also described an automated algorithm for choosing keywords in each uploaded document.

Chapter 3 contains the description of k Nearest Neighbour (KNN) general algorithm, the input data, the output form and the main steps. All these information is
gathered in a pseudocod that reveals the complexity level of the automatic search. For the optimization of this algorithm, in chapter 4 a grid based model is proposed in order to reduce the complexity, generating a lower time consuming component by reducing the searching space recursively within the grid cells neighbour to the cell from which the input document is part of.

The empirical results are shown in Chapter 5, where a set of 900 bi-dimensional points are used for comparing the results obtained by kNN general algorithm and Grid based kNN proposed model. The comparison is done in terms of time consuming generated by the number of documents analysed using a metric of evaluation defined.

The conclusions are drawn in Chapter 6, where the need of integration the proposed model is highlighted in the context of e-learning platforms.

2. E-learning application

The learning application has been developed with the help of framework Laravel 4, based on PHP 5.3.7. language. We took into consideration the assurance of a high quality platform, this being one of the fastest working PHP full-featured framework. Using the head off offered advantages – expandable for a large number of users, ensures the stateful inspections and server cache for the Web – we have managed to integrate a product which presents a high level of security and the acceleration of network traffic.

The documents will be uploaded on to the platform by the professor with the especially elaborated module. He can also upload the 5 representative keywords for the document in question.

The general activities flow is shown in Figure 1.

Since the application is used in an university, containing information for all the disciplines, the number of uploaded documents will easily reach a few thousands.

In case the professor chooses not to set the keywords, we have introduced a possible algorithm that will define them in an automathic manner. This is presented in Figure 2. All the words in the documents are counted and depending on the length and frequency found within the text, the 5 mentioned keywords will be withheld to be used further on, in this paper in the way it has been mentioned. In order to establish a good classification, we took into consideration the length of the text and we set a different minimum number of appearances in each case. In case a word appears in the title, the system places it in a superior position, since it is considered of higher importance. Also, in case of an equal number of appearances, alphabetical classification is applied.
Fig. 2. Algorithm for choosing keywords
3. KNN automatic search

K Nearest Neighbour algorithm, also known as Closest Pair of Points Algorithm in computational geometry is the algorithm used for searching the closest k neighbours of an n-dimensional given point, neighbours that are part of an initial set of n-dimensional a priori known objects. This algorithm is used in the process of supervised classification and for automatic search.

In the context of supervised classification, as a knowledge base a set of n-dimensional points a priori classified is used. In addition, a new object is used, also represented in the n-dimensional space, object that is used as input data in the classification process.

K Nearest Neighbour algorithm is run with the input parameter k, the number of neighbours used in the analyses, the set of objects, X, and the new object unassigned to a class. Using a distance function, the algorithm returns the closest k objects in the context of distance function minimization from each object to the input object. According to the defined objective, the returned objects are then aggregated using an aggregation function based on vote majority with constant or variable weights.

In the process of automatic search, the k returned objects are not aggregated, but used as output values. Also, the initial set of objects isn’t a priori classified into membership classes.

In the context of metric space, the notation used for the initial set of n-dimensional objects is X:

\[ X = \{x_1, x_2, ..., x_m\} \]

where:
- \( m \) represents the cardinality of the set of objects X.

Each object is represented by the values of the analyzed characteristics that are considered coordinate axes of the feature space.

\[ x_i = (x_{i1}, x_{i2}, ..., x_{im}); \forall i \in \{1, 2, ..., m\} \]

where:
- \( x_{ij} \) is the value of the j characteristic for the object \( i \);
- \( m \) is the total number of analyzed characteristics.

Let \( x' \) be the new n-dimensional object given as input for which the algorithm returns its closest objects. Let \( f_d \) be the distance function used for the evaluation of similarity between two objects, with \( f_d : \mathbb{R}^n \times \mathbb{R}^n \rightarrow [0, \infty) \).

For the distance function, different distances can be used, such as: Euclidian distance, Manhattan, Canberra or Cosine.

The general model of searching and identification of the objects that are closest to a specified object is visually presented in figure 3. The objects’ representation is done in the bi-dimensional space generated by two characteristics in which the red point represents the input point for which the neighbors are searched and the green objects are the results of the automatic search algorithm.

![Fig. 3. General model of automatic search using kNN](image)

The complexity level of the searching algorithm is equal to \( O(n \times m + m^2) \). The disadvantages are given by the parameter k and distance function choosing. Also, the
complexity level can be reduced by reducing the dimension of the feature space, using Principal Component Analysis, which generates a lower number of uncorrelated features.

4. Grid based optimized search

Different optimization algorithms are proposed in [3], [4], [5], [6], using the reduction of searching area, with the help of searching, representing and computing in an optimized manner. The problem of optimization is applied in the context of high dimensional space having a large number of objects.

Given the high complexity level of the searching algorithm using kNN, which depends of the dimension of the feature space, n, and the cardinality of the set of objects, m, new methods of comparing objects are proposed.

The process of optimization of the searching using kNN is done by reducing the complexity level of the algorithm through the cardinality diminishing of the features and the space searching reducing by:

- dividing the causal space into cells and sequentially search within the neighbour cells from which object \( x^f \) is part of;
- the use of object clustering results of the initial objects from the X set and sequentially searching within the closest clusters.

The separation of the causal space within a matrix of cells starts from the concept of cell that is defined as being that zone from the feature space in which the objects assigned to it have the values of the characteristics in a predefined segment. For that, each value of the characteristics are retained and integrated in a transformation function for generating the cell of membership using the formula:

\[
g_F(o_f) = \frac{g_f}{\dim_f} + 1, \forall o \in X
\]

where:

- \( g_f(o_f) \) represents the result of the assignation function of the f feature for the o object;
- \( \dim_f \) represents the dimension for f characteristic.

The dimension for each characteristic represents the size of the separation cells for the coordination axes of feature f, using the amplitude reported to the number of desired cells:

\[
\dim_f = \frac{\max_{i=1}^{n} X_{if}}{l}
\]

where:

- \( l \) represents the total number of segments in which the values are separated in.

Figure 4 reveals the manner of separation of a bi-dimensional feature space into cells. The numbering of the cells is done from left to right, from an inferior to a superior layer.

![Fig. 4. Bi-dimensional space separation](image)

The visual model of selecting the closest k neighbours using the optimization based on grid partitioning into cells is presented in figure 5. For the red object, the search is done only within the neighbour cells. The green points are the ones closest to the red
object. Not all the points are used in the sorting algorithm.

After applying the formulas for each existing object, an assignation vector is loaded, \( \text{grid}(x) : \mathbb{R}^n \rightarrow \mathbb{N} \). The manner of aggregation of the results of assignation of each feature is done using a linearization function, transforming a matrix into an array. For the bi-dimensional case, in which each object is characterized by two features, \( g_r(o_x) = i \) and \( g_r(o_y) = j \), the assignation result of the object into a cell is generated by \( \text{grid}(x) = (j - 1) \times l + i \). The objects being assigned, the input object \( x^f \) is also allocated, \( \text{grid}(x^f) = g \).

The pseudocode proposed for the optimized automatic search contains the following steps.

**P1.** Determining the cell from which object \( x^f \) is part of, \( g \).

**P2.** If the cell isn’t visited yet, the number of objects within it is counted. The visited objects are introduced in the list of neighbour objects.

**P3.** If the number of objects is less than \( k \) parameter, the search moves one of the neighbour objects. For the bi-dimensional space, the labels of the neighbour cells to \( g \) one are \( g-1, g+1, g+l, g+l-1, g+l+1, g-l-1 \) and \( g-l+1 \).

**P4.** Steps 2 and 3 are repeated until the number of identified objects is equal or greater than \( k \).

**P5.** The identified objects allocated as nodes within the list of objects are further used for calculating the distances between them and \( x^f \) object. After the sorting of the list, the first \( k \) objects are given as output.

The exit point from the algorithm is reached when the number of neighbour points is equal or greater than \( k \). The optimization is done with the help of the algorithm proposed, by the manipulation of a lower number of objects, using a sequentially search.

Thereby, the new complexity level is \( O(m + m'^2) \), where \( m \) represents the size of the list of neighbour objects used in the sorting process.

5. Evaluation of the results

For the evaluation of kNN algorithm in general version used as compare base with all the objects from the initial set of objects, a set formed out of 900 bi-dimensional randomly generated objects is used.
In figure 6 are presented the results obtained using the searching algorithm for \(k=50\) bi-dimensional objects found closest to object \(z'(40,10)\) from the initial set of \(n=900\) objects. The distance function used the evaluation of the similarity between two objects is the Euclidian distance. From the complexity point of view, after calculating the distances of each 900 objects to the input object, the sorting is applied and the first 50 objects are given as output.

In the situation of optimized searching algorithm using grid based separation, the results are presented in figure 7.

\[\text{Fig. 6. Results of kNN algorithm}\]

\[\text{Fig. 7. The search results using kNN grid based algorithm}\]
The number of resulted objects after running the algorithm is equal to $nr_{obj} = 97$, objects that are found around the cell from which object $x$' is part of. The 97 objects are sorted and the first 50 objects are returned.

The improvement of the algorithm by reducing the complexity level is found in the time consuming indicator reduced to 99% from the time consumed using the general automatic search algorithm in the context of maintaining the same searching results.

This percentage is resulted from the comparison of complexity levels, using the formula:

$$p = \frac{n \times m + n^2}{n^3 \times m + n^2}$$

where:

- $p$ represents the percentage of searching space reduction using an optimized searching algorithm compared to the searching algorithm among the total space of objects.

The cell labelled with 1 from figure 8 is the first cell for which the objects are retained, following this the cell 2 and 3. The process of automatic search ends when, introducing the last searching cell, the number of objects identified is at least equal to parameter $k$.

![Fig. 8. The selection order of the cells in the process of automatic search](image)

6. Conclusions

K Nearest Neighbour is an automatic search algorithm that generates the closest $k$ objects in terms of distance measure of similarity between two objects from a given object as input data. The disadvantage of the general algorithm of automatic search is given by the high complexity level of comparing each object from the initial set of objects to the input searching object. This problem results in a high time consuming component. The proposed optimized model of automatic search divides the feature space into grid cells, and each object is assigned to the cell from which it is part of. The searching input object is assigned also to its cell and the algorithm of kNN is run on the objects
found in the cells neighbour to the input cell until a stopping point is reached, representing the number of objects found in the cells analysed. The objects are then sorted in terms of distances between them and the searching object and the first \( k \) objects are returned as output. The algorithm is suitable for document searching, when for each document a set of keywords is assigned manually or automatically using the proposed model for keywords generator. The feature space is formed out of the unique keywords found for each document from the initial set of documents. The optimized algorithm reduces the time consuming, being analysed only the documents closest to the initial document using the grid cell analyser. For the experiment conducted, the time consuming is reduced with 99% from the time consumed using the general algorithm. Future work is related to different optimization models for generating the closest documents.
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